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Different Varimax Rotation Approaches of Functional PCA for the evolution of
COVID-19 pandemic in Spain

Christian Acal, Ana M. Aguilera and Manuel Escabias

Abstract
It is well known that Functional Principal Component Analysis (FPCA) provides an approximated linear representation of a sample of
curves in terms of a reduced set of ortonormal functions and uncorrelated scalar variables (principal components), whose interpretation
allows to explain themain patterns of variability in a functional data set [4]. In this work, FPCA is performed to explain the evolution of the
curves of positive cases in the first wave of COVID-19 pandemic in the Spanish autonomous communities. After properly homogenizing
and registering the data in a common interval so that the observed curves become comparable, a B-spline basis expansion approach is
considered for reconstructing the true functional form of the curves from their daily registration. The inherent problem in this application
is that almost all variability falls on the first principal component, which is a straightforward average or size effect. An usual solution
to redistribute variability in PCA and to make the interpretation easier consists of applying some kind of rotation on the weights of
principal components, with Varimax criterion being the most popular due to its good properties and simpleness [2]. The main drawback
of rotation lies in that one of the two essential properties of PCA, orthogonality of the weights or uncorrelatedness of the components,
is lost.
Varimax rotation was first extended to FPCA in two different ways: one is based on Varimax rotation of the matrix of values of

the weight functions at equally spaced points (R1), and the other on Varimax rotation of the matrix of basis coefficients of the weight
functions (R2) (see [4] for a detailed study and interesting examples). Both approaches retain the property of orthogonality but the
rotated principal component scores are not uncorrelated anymore. Besides, neither of them are a true rotation of weight functions. More
recently, two new functional Varimax procedures have been introduced to solve these disadvantages [1]. Both of them are based in the
equivalence between FPCA and multivariate PCA of certain transformation of the matrix of basis coefficients of the sample curves
[3]. On the one hand, rotation of the matrix of weight vectors (eigenvectors of the sample covariance matrix) is considered to preserve
the orthogonality between the rotated weight functions (eigenfunctions of the sample covariance operator) (R3). On the other hand,
rotating the matrix of loadings of the standardised principal component scores is proposed to provide uncorrelated rotated scores (R4).
An exhaustive simulation study is developed in this work to compare the four functional Varimax approaches by concluding that the
third ensures a more accurate estimation and is more robust with respect to the number of discrete time observations of the sample
curves. Finally, the combination of the new approaches R3 and R4 will show its potential to help to distinguish different behaviors in the
evolution of positive cases in the Spanish autonomous communities.
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Generalized Functional Partially Linear Single-Index Models

Mohamed Alahiane, Idir Ouassou, Philippe Vieu and Mustapha Rachdi

Abstract
Single-index models are potentially important tools for multivariate nonparametric regression. They generalize linear regression by
replacing the linear combination 𝛼>0 𝑋 with a nonparametric component, 𝜂0

(
𝛼>0 𝑋

)
, where 𝜂0 (·) is an unknown univariate link function.

L. Wang and G. Cao (2018) has study generalized partially linear single-index models (GPLSIM) where the systematic component in
the model has a flexible semi-parametric form with a general link function. In this paper we generalize these models to have a functional
component, replacing the generalized Partially Linear Single-Index Models 𝜂0

(
𝛼>0 𝑋

)
+ 𝛽>0 𝑍 by 𝜂0

(
𝛼>0 𝑋

)
+

∫ 1
0 𝛽0 (𝑡)𝑍 (𝑡)𝑑𝑡 where 𝛼

is a vector in 𝑅𝑑 to be estimated and 𝜂0 (·) and 𝛽0 (·) are a unknown functions. We call these generalized functional partially linear
single-index models (GFPLSIM). We propose estimates of the unknown parameter 𝛼0 and the unknown functions 𝛽0 (·) and 𝜂0 (·) and
obtain their asymptotic distributions. Examples illustrate the models and the proposed estimation methodology.
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Analysis of Telecom Italia mobile phone data by space-time regression with
differential regularization

Eleonora Arnone, Mara S. Bernardi, Laura M. Sangalli and Piercesare Secchi

Abstract
In this work, we apply spatial regression methods with Partial Differential Equation (PDE) regularization [8, 9, 4, 5] to the Telecom Italia
mobile phone data. In particular, we consider the Space-Time regression with PDE penalization method (ST-PDE) introduced in [6] and
extend it to deal with observations featuring complex spatial dependency. The technique proposed allows to include specific information
on the phenomenon under study through a definition of the non-stationary anisotropy characterizing the spatial regularization based on
the texture of the domain on which the data are observed.
ST-PDE is a penalized regression method that models separately the spatial and the temporal regularization by considering two

roughness penalties, which account separately for the regularity of the field in space and in time by using a tensor product, following the
approach used also by [1, 3, 7]; while, in the generalization of the technique proposed by [2], a single roughness penalty is used to jointly
model the spatial and temporal dimensions. Therefore, in the ST-PDE model, the field is estimated minimizing a functional composed
by three parts: a data-fitting part, a penalization for the spatial regularity, and a penalization for the temporal regularity. In [6], the spatial
penalization involves a simple differential operator that imposes smoothness to the solution. Instead, in this work, we consider a spatial
penalization involving a more general PDE, that allows to impose non-stationary anisotropy to the solution, thus modeling more complex
spatial dependencies. Moreover, the PDE can model problem-specific knowledge on the phenomenon under study. For example, if the
PDE governing the physical phenomenon generating the data is available, it can be exploited in the spatial regularization term of the
ST-PDE functional, thus driving the estimation towards a physically sound solution. In the context of the analysis of mobile phone data,
where no physical knowledge on the phenomenon under study is available, we use the PDE to include in the model information about
the texture of the spatial domain; in particular, we here characterize the PDE using the road network, which highly influences the data.
This application highlights the high flexibility of the definition of spatial dependence imposed by the ST-PDE model.
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Learning with Signatures

Gérard Biau

Abstract
Sequential and temporal data arise in many fields of research, such as quantitative finance, medicine, or computer vision. The present
talk is concerned with a novel approach for sequential learning, called the signature method and rooted in rough path theory. Its basic
principle is to represent multidimensional paths, i.e., functions from [0, 1] to R𝑑 , by a graded feature set of their iterated integrals, called
the signature. After a survey of their basic principles, I will investigate how signatures can be used in machine learning, with illustrations
on recent and challenging datasets.
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About the complexity of a Functional Time Series

Enea G. Bongiorno, Lax Chan, Aldo Goia and Philippe Vieu

Abstract
Consider a functional time series taking values in a general topological space and assume that its Small-Ball Probability (SmBP) factorizes
into two terms that play the role of a surrogate density and of a volumetric term. The latter is a mean for studying the complexity of the
underlying process, since it may reveal some latent feature of it. In some cases, it can be analytically specified in a parametric form: a
special situation is given when the process belongs to the monomial family, like in the finite dimensional and fractal case, for which the
volumetric term has monomial form depending on the SmBP radius and a parameter named complexity index. This work presents some
recent developments concerning the study of a nonparametric estimator for the volumetric term based on a U-statistic. Weak consistency
of this estimator is provided in the beta-mixing case. In the particular case of a monomial family, it is possible to estimate the complexity
index by minimizing a suitable dissimilarity measure. For this estimator asymptotic Gaussianity is shown, providing a theoretical support
to build confidence interval for the complexity index. A Monte Carlo simulation is carried out in order to assess the performance of the
methodology for finite sample sizes. Finally, the new method is applied to detect the complexity of a real world dataset.
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Frequency Analysis of a Cyclostationary Random Function

Alain Boudou and Sylvie Viguier-Pla

Abstract
We develop and extend the principal components analysis (PCA) of a cyclostationary random function (𝑋𝑡 )𝑡 ∈R, that is a function such
that cov(𝑋𝑡 , 𝑋𝑡′) = cov(𝑋𝑡+Δ, 𝑋𝑡′+Δ), for any (𝑡, 𝑡 ′) of R × R. This property of cyclostationarity for random functions, also refered as
periodically correlated, is encountered in various phenomena where some statistics present a periodicity. We can find examples of study
of this property in Gardner [5] for telecommunications, Randall et al. [9] for mechanic transmission, Weber et al. [11] for radioastronomy,
Zakaria [13] for locomotion, or Roussel [10] for medicine. The earliest mention of such processes can be found in Voychishin et al [12],
which gives an english translation of articles first published ind 1957 and 1960. The mathematical formulation has first been given by
Gladyshev [6], and then largely developped by Hurd [7], Hurd et al. [8], and more recently by Bouleux et al. [4], in a multidimentional
context.
In this presentation, from such a random function, we define a series (𝑌𝑛)𝑛∈N of random functions, where 𝑌𝑛 = (𝑋𝑛+𝑡 )𝑡 ∈[0;Δ[ . This

series is multidimentional, it takes values in the Hilbert space 𝐿2 ( [0;Δ[), and it is stationary. This stationarity lets us proceed to Principal
Components Analysis in the frequency domain, which is more powerful than Principal Components Analysis of each of the random
vectors 𝑌𝑛.
In Boudou and Viguier-Pla [3], this method of PCA is exposed for most common cyclostationary functions. In this presentation, we

make use of more complex mathematical tools for an extension of the field of work.
We generalize the set of the indexes R to an abelian group 𝐺1, which can be Z, Z/𝑘Z, Z𝑘 , R𝑘 , and as for the subgroup ΔZ of R, it

becomes a subgroup𝐺 of𝐺1. Then we say that a random function (𝑋𝑔)𝑔∈𝐺1 is cyclostationary when cov(𝑋𝑔1 , 𝑋𝑔2 ) = cov(𝑋𝑔1+𝑔, 𝑋𝑔2+𝑔),
for any (𝑔1, 𝑔2, 𝑔) of 𝐺1 × 𝐺1 × 𝐺.
Of course, the type of cyclostationarity is linked with the choice of the sub-group 𝐺 of 𝐺1. We get, as particular cases, various forms

of cyclostationarity more or less known.
In this work, the new skill is based on the fact that with a cyclostationary function we associate a stationary multidimensional random

function, and then lets us use the powerful tool of reduction of the data which is PCA in the frequency domain (cf. Brillinger [1] and
Boudou and Dauxois [2]). Let us finaly mention a result which interest is only theoretical: with cyclostationary random function we
associate, in a biunivoque way, a spectral measure, as well as with a stationary continuous random function, we associate a random
measure from which it is the Fourier transform.
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Identification of higher order derivatives of multivariate functions, with
statistical applications

Jose E. Chacón and Tarn Duong

Abstract
Identification theorems for the gradient and Hessian of a multivariate function from its first and second order differentials, respectively,
are well known. Similar results for higher order derivatives, however, remained largely unexplored. Here we advocate for the use of a
vectorized representation of higher order derivatives, which allows us to provide an identification theorem that is valid for any arbitrary
derivative order. We illustrate its usefulness with statistical applications, including vector Hermite polynomials, moments and cumulants.
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Minimax estimation in the functional regression model with a functional output

Gaëlle Chagny, Anouar Meynaoui and Angelina Roche

Abstract
We address the non-parametric estimation of a linear regression model 𝑆, with functional input and output. Mathematically,

𝑌 = 𝑆(𝑋) + 𝜀,

where the covariates 𝑋 ,𝑌 and the noise 𝜀 belong toL2 ( [0, 1]), the set of square-integrable functions on [0, 1], with its usual scalar product
〈·, ·〉 and norm ‖ · ‖. We assume without a loss of generality that 𝑋 ,𝑌 and 𝜀 are centered. Given i.i.d. observations (𝑋𝑖 , 𝑌𝑖)𝑖=1,...,𝑛 of (𝑋,𝑌 ),
we aim to provide a non-asymptotically minimax estimator of the model 𝑆. To do so, we consider a Hilbert basis (𝜓 𝑗 ) 𝑗≥1 of L2 ( [0, 1])
and the operator collection 𝐸𝑚1 ,𝑚2 = Span{𝜓𝑘 ⊗ 𝜓 𝑗 ; 1 ≤ 𝑗 ≤ 𝑚1, 1 ≤ 𝑘 ≤ 𝑚2}, where 𝑚1, 𝑚2 ∈ N∗ and 𝜓𝑘 ⊗ 𝜓 𝑗 : 𝑓 ↦→ 〈 𝑓 , 𝜓 𝑗〉𝜓𝑘 .
Let 𝛾𝑛 be the contrast function, defined for all linear operator 𝑇 by: 𝛾𝑛 (𝑇) = 1

𝑛

∑𝑛
𝑖=1 ‖𝑌𝑖 − 𝑇 (𝑋𝑖)‖2. We then introduce the projection

estimators 𝑆𝑚1 ,𝑚2 constructed by minimizing the contrast function over 𝐸𝑚1 ,𝑚2 :

𝑆𝑚1 ,𝑚2 = argmin
𝑇 ∈𝐸𝑚1 ,𝑚2

𝛾𝑛 (𝑇).

The explicit form of 𝑆𝑚1 ,𝑚2 is established in the general case (regardless of the basis choice). Subsequently, we study the particular case
where (𝜓 𝑗 ) 𝑗≥1 is the empirical PCA (Principal Component Analysis) basis associated to 𝑋 . In the sequel, we denote by Γ = E[𝑋 ⊗ 𝑋]
the covariance operator of 𝑋 and Γ𝑛 = 1

𝑛

∑𝑛
𝑖=1 𝑋𝑖 ⊗ 𝑋𝑖 its empirical version. The eigenelements of Γ and Γ𝑛 are respectively denoted

(𝜆 𝑗 , 𝜑 𝑗 ) 𝑗≥1 and (�̂� 𝑗 , �̂� 𝑗 ) 𝑗≥1 (where the 𝜆 𝑗 ’s and �̂� 𝑗 ’s are sorted in decreasing order). We also introduce the empirical cross-covariance
operator Δ𝑛 = 1

𝑛

∑𝑛
𝑖=1𝑌𝑖 ⊗ 𝑋𝑖 and the “pseudo-inverse” of Γ𝑛 as Γ

†
𝑛 =

∑𝑚1
𝑗=1 �̂�

−1
𝑗
�̂� 𝑗 ⊗ �̂� 𝑗 . We then show that the estimator 𝑆𝑚1 ,𝑚2 is defined

as 𝑆𝑚1 ,𝑚2 = Π̂𝑚2Δ𝑛Γ
†
𝑛, where Π̂𝑚2 stands for the orthogonal projection onto Span{�̂�1, . . . , �̂�𝑚2 }. Our estimator differs slightly from

the one in [2]. To theoretically select the optimal projection dimensions 𝑚1 and 𝑚2, we consider as in [2] the Mean Square Prediction
Error (MSPE) of the estimator 𝑆𝑚1 ,𝑚2 defined asMSPE(𝑆𝑚1 ,𝑚2 ) = E‖𝑆𝑚1 ,𝑚2 (𝑋𝑛+1) − 𝑆(𝑋𝑛+1)‖2, where 𝑋𝑛+1 is a new observation of 𝑋 ,
independent of (𝑋𝑖 , 𝜀𝑖)𝑖=1,...,𝑛. Denoting Γ1/2 =

∑
𝑗≥1

√︁
𝜆 𝑗𝜑 𝑗 ⊗ 𝜑 𝑗 , we assume by analogy with [1] that 𝑆Γ1/2 belongs to the regularity

space:W𝑅
𝛼,𝛽

= {𝑇 linear operator: ∑ 𝑗≥1
∑
𝑟 ≥1 𝜂𝛼 ( 𝑗)𝜓𝛽 (𝑟)〈𝑇 (𝜑 𝑗 ), 𝜑𝑟 〉2 ≤ 𝑅2}, where 𝛼, 𝛽, 𝑅 > 0 and for all 𝛾 > 0, the functions 𝜂𝛾

and 𝜓𝛾 are either 𝑢 ↦→ 𝑢𝛾 or 𝑢 ↦→ exp(𝑢𝛾). Under the regularity condition stated below and other classically prescribed assumptions
(omitted here), we achieve a sharp upper-bound of the prediction risk as a classical bias-variance trade-off. This technical decomposition
requires an extensive use of the perturbation theory, presented in [3]. We show in particular that if 𝜓𝛽 is polynomial with 𝛽 > 6 or
exponential, the non-asymptotic minimax prediction risk is upper bounded as

inf
𝑆𝑚1 ,𝑚2

sup
𝑆Γ1/2∈W𝑅

𝛼,𝛽

MSPE(𝑆𝑚1 ,𝑚2 ) ≤ inf
𝑚1∈N∗

{
𝜎2𝜀
𝑚1
𝑛

+ 3
𝜂𝛼 (𝑚1)

}
, (1)

where 𝜎2𝜀 = E‖𝜀‖2. We finally prove that whenever 𝜀 is Gaussian, the upper bound of Equation (1) is also the minimax lower bound (up
to a positive constant) over the same regularity space. This means that the last estimator is non-asymptotically minimax.
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Reconstruction of motion signals with curvature and torsion

Perrine Chassat, Nicolas Brunel and Juhyun Park

Abstract
Among the many fields of exploration of motion capture is the very specific field of sign language involving movements of the body,
hands, fingers, face and eyes and achieve a capacity for expression as rich and structured as that offered by speech [5]. These types of
movement are interesting for us as they are particularly meaningful but are difficult to characterize without specific knowledge in the
field. Our idea in treating the “motion" signals, in collaboration with the company MOCAPLAB 1, specialized in Motion Capture, is to
incorporate current mathematical and statistical tools to extract “primitives" specific to the nature of the signals studied.
From the perspective of motor control theories, the axis of the analysis envisaged should be able to exploit the link between speed and

motion geometry [4]. The starting point of our methodology consists in the estimation of trajectories resulting from motion capture and
the characterization of the geometry and kinematics by appropriate functional representations. This simultaneous analysis is particularly
possible in the trajectory of a point particle, using the Frenet-Serret frame [1, 2].
Our approach is to focus on estimating curvature and torsion [6, 7]. Indeed, the geometry of the trajectories of movement have physical

significance: curvature and torsion characterize this geometry and can provide insightful summaries of kinetic curves. Discovering
and exploiting these relationships require a good estimation of the functional parameters such as curvature and Frenet paths. This is a
challenging statistical task as curvature and torsion depend on higher order derivatives and their estimation from real data (even with a
low noise) can be very unstable.
Our work is motivated by the new development in [8], which offers a unified framework for the estimation of these functional quantities

in the setting of functional data. A motivation of this type of analysis is to exploit the link between the curvilinear speed and the geometry
of the trajectories (typically curvatures). Although the previous work is designed for multiple trajectories as an extension of functional
data, it is still applicable to single curves and here we adopt the geometric framework for the analysis of single trajectories. Arguably,
this is more challenging as the benefit of borrowing information from multiple curves is missing in the single curve setting.
Under this framework, the problem of estimating curvature and torsion can be treated as estimation of an ordinary differential

equation in a Lie group. We develop a new algorithm for estimation by considering the perturbed Frenet-Serret ODE and solving the
optimal control problem with a computationally fast Kalman filter [3]. The quality of the estimates is evaluated based on the quality
of reconstruction of the trajectory by solving the Frenet-Serret ordinary differential equation. In particular, we show that our proposed
method dominates the straightforward estimates of curvature and torsion based on the extrinsic formulas.
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Gaussian Graphical Modeling for Spectrometric Data Analysis

Laura Codazzi, Alessandro Colombi, Matteo Gianella, Raffaele Argiento, Lucia Paci and Alessia Pini

Abstract
Motivated by the analysis of spectrometric data, we introduce a functional graphical model for learning the conditional independence
structure of infrared spectra. Infrared spectroscopy is a technique used to study chemical substances through the measurement of their
infrared radiation spectra. To make those signals more meaningful it is important to understand which wavelength bands are related to
the different components. The dependence structure between the signal at different wavelengths is particularly informative in this sense:
if two different bands of the spectrum are dependent, we can conclude that they refer to the same components. Our goal is to investigate
the structure of conditional dependence among different portions of an absorbance spectrum.
From a mathematical point of view, infrared spectra are continuous functions of the wavelength over a common domain, and are thus

modeled as functional data. We interpret the analysis of dependence structure of spectrometric data as a smoothing problem of functional
data analysis, followed by inference on the smoothing coefficients in a Bayesian framework. Several recent works focus on the problem of
smoothing functional data. [4] proposed a Bayesian hierarchical model with Gaussian-Wishart processes for simultaneously smoothing
multiple functional observations and estimating mean-covariance functions. However, their model suffers serious computational burden
when data are observed on high-dimensional grids. To address the computational issue, [5] proposed to approximate the underlying true
functional data with basis functions, and derive the induced Bayesian hierarchical model for the associated smoothing coefficients based
on a Gaussian-Wishart prior.
Following the latter approach, we use B-spline basis expansion to represent the functional data. The B-spline basis expansion will

also help us in the interpretation of the final dependency structure. Indeed, due to the compact support of B-spline basis functions, the
conditional dependence between basis coefficients translates into conditional dependence between the corresponding portions of the
domain of functional data. As a consequence, we can detect an association between different bands of the spectrum through a non-zero
partial correlation between the corresponding smoothing coefficients.
The focus of this work is on the dependence structure of the coefficients. With a Bayesian perspective, this concerns the specification

of a structured prior distribution for the smoothing coefficients. To do so, we frame our approach in to the graphical modeling setting,
assuming a Gaussian graphical prior for the basis expansion coefficients. Graphical models describe a mapping between a graph and a
family of multivariate probability models [2]. In this framework, the structure of the underlying graph is unknown and is estimated on
the basis of the available data (strictural learning). This approach allows us to infer the structure of conditional dependence between
basis coefficients. To the best of our knowledge, this is the first work where a Gaussian graphical model is assumed as a prior model for
the basis expansion coefficients in the analysis of functional data.
On the computational side, we design an efficient sampling strategy to approximate the joint posterior distribution of the graph and

model parameters. Specifically, the strategy builds upon the birth and death Markov Chain Monte Carlo algorithm of [3]. We illustrate
our method on a real data set, studying the infrared absorbance spectra of strawberry purees. Further details on our proposed method can
be found in [1].
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Probabilistic local clustering of misaligned functional data: analysis of Italian
COVID-19 death curves

Marzia A. Cremona, Tobia Boschi and Francesca Chiaromonte

Abstract
On February 19, 2020, the first non-travel-related COVID-19 case in Italy was diagnosed in Codogno (Lombardia). Since then, the
number of identified cases has rapidly increased and Italy has become one of the most hardly hit countries in the world by the COVID-19
pandemic. As of mid-May 2021, Italy saw a total of 4.2 million cases and more than 120,000 COVID-attributed deaths, corresponding to
a mortality of 206 deaths per 100,000 inhabitants. A striking aspect of COVID-19 pandemic in Italy has been its heterogeneity. Indeed,
Italian regions were hit at different times and with different strengths, especially during the first wave. Hence, comparing the evolution
of the pandemic across regions can provide important insights on the role of underlying contributors to this heterogeneity.
We consider official COVID-19 death curves, as well as excess mortality curves due to COVID-19 – estimated as the daily difference

between 2020 deaths and average deaths in the period 2015-2019 – for the 20 Italian regions. The goal is to cluster these misaligned
functional data, in order to assess whether there are regions sharing similar pandemic patterns [2]. Importantly, we are looking for clusters
based on a local similarity among curves, since patterns might differ only on a (misaligned) portion of the domain.
We develop probabilistic 𝐾-mean with local alignment (probKMA), a new functional data analysis method to locally cluster a set of

(possibly multidimensional) curves and discover functional motifs, i.e. typical “shapes” that may recur several times along and across
the curves capturing important local characteristics of these curves [1]. This method leverages ideas from functional data analysis (joint
clustering and alignment of curves), bioinformatics (local alignment through the extension of high similarity seeds) and fuzzy clustering
(curves belonging to more than one cluster, if they contain more than one typical“shape”). It can employ various dissimilarity measures
and incorporate derivatives in the discovery process, thus exploiting complex facets of shapes.
Using probKMA as a probabilistic clustering method to group COVID-19 death curves and excess mortality curves based on their

local similarity, we find two starkly different first waves of COVID-19 pandemics; an “exponential” one unfolding in Lombardia and
the worst-hit areas of the north, and a milder, “flat(tened)” one in the rest of the country – including Veneto, where cases appeared
concurrently with Lombardia but aggressive testing was implemented early on. Local alignments of curves provide an indication of
the lags between different regions, which can be employed in subsequent analyses to associate patterns of mortality with functional
covariates such as mobility and positivity [2].
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A Conformal approach for multivariate functional data prediction

Jacopo Diquigiovanni, Matteo Fontana and Simone Vantini

Abstract
A crucial challenge in Functional Data Analysis (FDA) is the issue of uncertainty quantification in prediction. Intuitively, we are
interested in creating prediction sets, namely subsets of the sample space including a new functional observation with a certain nominal
confidence level 1−𝛼. Only very recent works in FDA provide some knowledge into this theoretical (but yet full of applied repercussions)
issue. These approaches can be classified in two groups: the first one consists of works principally based on parametric bootstrapping
techniques [e.g., 4, 2], the second one is characterized by the application of dimensionality reduction techniques to manage the naturally
infinite dimensionality [e.g., 5, 1]. Both groups carry obvious drawbacks since they are either based on not easily provable distributional
assumptions and/or on asymptotic results. In addition, the first class of approaches is computationally demanding, whereas the second
one relies on the approximations induced by basis projection.
Focusing on a general regression framework in which independent and identically distributed regression data consist of a multivariate

functional response variable and a set of (not necessarily scalar) covariates, we propose a procedure able to bypass themainmethodological
shortcomings identified in the previous literature. To do that, the framework we consider is Conformal Prediction [6], a novel method of
forecasting firstly developed in the Machine Learning community as a way to define prediction intervals for Support Vector Machines.
Specifically, we introduce a new family of nonconformity measures which outputs closed-form finite-sample exact prediction sets - i.e.
sets ensuring a coverage equal to the nominal confidence level - for the multivariate functional response variable under no assumptions
other than i.i.d. regression data. Moreover, our proposal ensures that the prediction sets obtained are multivariate functional bands, an
essential feature in the functional setting that allows the visualization and interpretation of such sets. The procedure does not rely on
functional dimension reduction techniques and is scalable, because - conditional on the computational cost required to calculate the
regression estimates - the time required to compute the multivariate prediction band increases linearly with the sample size. Since the
procedure creates exact prediction bands regardless the (true) regression function and the regression estimator used, it can be applied in
a wide range of application scenarios. A criterion that naturally arises in the prediction framework to discriminate between the elements
belonging to this family of nonconformity measures is maximization of efficiency, i.e. minimization of the size of prediction sets. The
reason of this choice is very intuitive: since prediction bands are, by construction, exact, one is justified in seeking small prediction bands
because they include subregions of the sample space where the probability mass is concentrated. Within this family of measures, we
therefore propose a specific conformal predictor that modulates the width of the multivariate band over the domains based on the local
behavior and magnitude of the functional data and which is able to create prediction bands asymptotically no less efficient than those
with constant width. The work extends the method detailed in [3] to multivariate functional data and to a regressive framework.
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Plug-in classification procedures for diffusion paths

Eddy Ella-Mintsa, ChristopheDenis, CharlotteDion and Viet-Chi Tran

Abstract
Recent advents in modern technology have generated labeled data, recorded at high frequency, that can be modelled as functional data.
This work focuses on multiclass classification problem for functional data modelled by a stochastic differential equation. The drift
function depends on the label of the class 𝑌 ∈ {1, ..., 𝐾}, 𝐾 ∈ N \ {0, 1}. An observation is a solution 𝑋 = (𝑋𝑡 )𝑡 ∈[0,1] of the following
time-homogeneous stochastic differential equation

𝑑𝑋𝑡 = 𝑏
∗
𝑌 (𝑋𝑡 )𝑑𝑡 + 𝜎∗ (𝑋𝑡 )𝑑𝑊𝑡 , 𝑥0 = 0, 𝑡 ∈ [0, 1],

with unknown drift functions (𝑏∗
𝑘
)𝑘=1,...,𝐾 and unknown diffusion coefficient𝜎∗. Furthermore, we assume that the law 𝑝 = (𝑝1, ..., 𝑝𝐾 )

of the label 𝑌 is unknown. From a learning sample 𝐷𝑁 =
(
𝑋 (𝑖) , 𝑌𝑖

)
𝑖∈[[1,𝑁 ]] that consists of 𝑁 independent copies of the pair (𝑋,𝑌 ), our

aim is to build an implementable plug-in nonparametric classification procedure and derive upper bounds of its excess risk over Hölder
spaces.
Few works have investigated the classification of functional data in the stochastic differential equation framework. In [3], it is done

from a parametric point of view with a known diffusion coefficient. Here, we deal with a more challenging problem : the drift function is
nonparametric, plus, the diffusion coefficient and the distribution 𝑝 = (𝑝1, ..., 𝑝𝐾 ) are unknown. Our classification procedure relies on
the nonparametric estimation of functions 𝑏∗

𝑘
, 𝑘 = 1, ..., 𝐾 and 𝜎∗2 minimizing a least-squares contrast over a spline basis (as in [1] for

the estimation of the drift function). We establish the consistency of the resulting empirical classifier as a function of 𝑁 , the size of the
learning sample and 𝑛 ∈ N∗, the number of discrete observations for each path. We obtain rates of convergence under mild assumptions.
These computations rely here on stochastic calculus, in particular fine estimate of the transition densities. Finally, the obtained empirical
classifier is implemented and successfully evaluated from simulated data.
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A Review of Semi-Functional Partial Linear Regression model and their
Extensions

Mohammad Fayaz

Abstract
The research article titled “Semi-Functional Partial Linear Regression” by Germán Aneiros-Pérez and Philippe Vieu was published in
2006 in the Statistics and Probability Letters. The main idea of this model is to consider both the functional and non-functional, or
mixed and hybrid, covariates for the prediction of the real-valued response. It used the non-parametric method for functional covariate
with the weights of the functional version of the Nadaraya–Watson and the parametric method for the non-functional covariate with
the linear relation. In the next few years, the authors and some researchers extend this model and recently many other extensions are
published. In this study, we search these extensions with Google Scholar from 2006 to 2020 and there is at least 200 result. In the
next step, the inclusion criteria are published in the ISI-indexed journals and the exclusion criteria are non-English, preprints, thesis,
conference proceedings, and slides. Finally, 85 research articles were selected. The results are summarized in some tables, for example
they categorized into the following main topics: time-series, quintile regression, varying coefficient model, statistical testing, robust
estimation, Bayesian estimation, multi-functional covariates, variable selection, Confidence bands and prediction intervals, missing data,
errors in variable and others. And there are also different applications such as in spectroscopy, in air-pollution and related topics, child
growth study, neuroimaging, electricity demand and price, and others. Most of them are published in statistical journals but some of
them are published in neuroscience, energy, and mathematics journals. Finally, an application of this model with the fda.usc package is
presented.
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A Functional Data Analysis Approach to the Estimation of Densities over
Complex Regions

Federico Ferraccioli, Eleonora Arnone, Livio Finos, James O. Ramsay and Laura M. Sangalli

Abstract
We propose a nonparametric method for density estimation over (possibly complicated) spatial domains. Following a functional data
analysis approach, we consider a penalized likelihood estimator, with a roughness penalty based on a differential operator.We demonstrate
the good inferential properties of the method. Moreover, we develop an estimation procedure based on advanced numerical techniques,
and in particular making use of finite elements. This ensures high computational efficiency and enables great flexibility. The proposed
method efficiently deals with data scattered over regions having complicated shapes, featuring complex boundaries, sharp concavities or
holes. Moreover, it captures very well complicated signals having multiple modes with different directions and intensities of anisotropy.
We show the comparative advantages of the proposed approach over state of the art methods, in simulation studies and in an application
to the study of criminality in the city of Portland, Oregon.

Keywords: differential regularization; finite elements; heat diffusion density estimator; functional data analysis.
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Permutation Approach to Testing for Effect of Covariates in the Spatial
Regression Model with Functional Response

Eva Fišerová, Veronika Římalová, Alessandra Menafoglio and Alessia Pini

Abstract
The aim of this contribution is to introduce an approach to hypotheses testing in a functional linear model for spatial data. The proposed
method can deal with the spatial structure of data by building a permutation testing procedure on spatially filtered residuals of a
spatial regression model. Indeed, due to the spatial dependence existing among the data, the residuals of the regression model are not
exchangeable, breaking the basic assumptions of the Freedman and Lane permutation scheme. Instead, it is proposed here to base the
permutation test on approximately exchangeable spatially filtered residuals, i.e. the variance-covariance structure of the residuals is
estimated by variography and then the correlation of the residuals is removed by a spatial filtering. To evaluate the performance of the
proposed method in terms of empirical size and power, a simulation study, examining its behaviour under different covariance settings,
is conducted. It will be shown that neglecting the residuals spatial structure in the permutation scheme (thus permuting the correlated
residuals directly) yields a very liberal testing procedures, whereas the proposed procedure based on spatially filtered residuals is close
to the nominal size of the test. The methodology will be demonstrated on a real world data set on the amount of waste production in the
Venice province of Italy.
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A nonparametric bootstrap method for functional data

Miguel Flores, Rubén Fernández-Casal and Sergio Castillo-Páez

Abstract
In this work, a nonparametric bootstrap method, which can be used to approximate characteristics of the distribution of some statistic
derived from functional data, is described. This approach is an adaptation of the method proposed in [2] for inference on spatial data. In
this case, the observed data consists of repeated (and independent) realizations of a continuous one-dimensional process.
Let us assume that S𝑛 = {𝑌𝑖 (𝑡)}𝑛𝑖=1, for 𝑡 ∈ [𝑎, 𝑏] ⊂ R, is a set of 𝑛 independent observations of a functional variable 𝑌 (𝑡) defined

over R, verifying:
𝑌𝑖 (𝑡) = 𝜇(𝑡) + 𝜀𝑖 (𝑡),

being 𝜇(𝑡) the deterministic trend function y 𝜀𝑖 (𝑡) a random error process with zero mean and covariances 𝐶𝑜𝑣 (𝜀𝑖 (𝑡), 𝜀𝑖′ (𝑡 ′)) =

𝛿𝑖𝑖′𝐶 (‖𝑡 − 𝑡 ′‖), for 1 ≤ 𝑖, 𝑖′ ≤ 𝑛 and 𝑎 ≤ 𝑡, 𝑡 ′ ≤ 𝑏, where 𝛿𝑖𝑖′ = 1 if 𝑖 = 𝑖′, 𝛿𝑖𝑖′ = 0 if 𝑖 ≠ 𝑖′ and 𝐶 (·) is the covariogram function.
In practice, each 𝑌𝑖 (𝑡) is observed in a discrete set of points 𝑡 𝑗 ∈ [𝑎, 𝑏] ⊂ R, with 𝑗 = 1, . . . , 𝑝. Then, these set of observations can be

expresed as a matrix Y of order 𝑛 × 𝑝, with Y𝑖 𝑗 = 𝑌𝑖 (𝑡 𝑗 ). Furthermore, if y𝑖 =
(
𝑌𝑖 (𝑡1), . . . , 𝑌𝑖 (𝑡𝑝)

)> is the vector corresponding to the
𝑖-th row of Y, its covariance matrix 𝐶𝑜𝑣(y𝑖) = Σ0 (within-curve covariance matrix) has (Σ0) 𝑗 𝑗′ = 𝐶

(𝑡 𝑗 − 𝑡 𝑗′) , for 𝑖 = 1, . . . , 𝑛.
The proposed procedure starts with the nonparametric estimation of the trend and the dependence, following an iterative algorithm

similar to that described in [2]. The local linear estimator is used to estimate the trend, using a bandwidth that takes the temporal
dependence into account, and a Shapiro-Botha variogram model is fitted to pilot variograma estimates, from which a valid covariogram
estimate can be derived. Then, the following bootstrap algorithm is applied:

1. Compute the residuals matrix R, with r𝑖 = y𝑖 − �̂�, where �̂� =
(
�̂�(𝑡1), . . . , �̂�(𝑡𝑝)

)> are the local linear trend estimates at the
discretization points.

2. Obtain an estimate �̂�0 of the within-curve covariance matrix and its Cholesky decomposition �̂�0 = U>U.
3. Compute the uncorrelated data E = RU−1 and center them (by subtracting from them the overall sample mean).
4. Use the centered values to derive an independent bootstrap sample E∗, by resampling the rows and columns of E.
5. Compute the bootstrap errors 𝜺∗ = E∗U.
6. Obtain the bootstrap sample Y∗, with y∗

𝑖
= �̂� + 𝜺∗

𝑖
, for 𝑖 = 1, . . . , 𝑛.

7. Repeat 𝐵 times steps 4-6 to obtain the 𝐵 bootstrap replicates
{
Y∗
1, . . . ,Y

∗
𝐵

}
.

The replicates derived from this algorithm can be used to approximate characteristics of the distribution of a statistic under study. For
instance they can be used for approximating the standard error and bias of an estimator.
Numerical studies were carried out to study the behavior of this bootstrap procedure under different scenarios. Specifically, we checked

its performance to approximate the bias and variance of two trend estimators, the sample mean and the local linear trend estimator. The
results were compared with those obtained by using the smoothed bootstrap proposed in [1].
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Factor-augmented Model for Functional Data

Yuan Gao, Han Lin Shang and Yanrong Yang

Abstract
We propose modeling raw functional data as a mixture of a smooth function and a highdimensional factor component. The conventional
approach to retrieving the smooth function from the raw data is through various smoothing techniques. However, the smoothing model
is not adequate to recover the smooth curve or capture the data variation in some situations. These include cases where there is a large
amount of measurement error, the smoothing basis functions are incorrectly identified, or the step jumps in the functional mean levels are
neglected. To address these challenges, a factor-augmented smoothing model is proposed, and an iterative numerical estimation approach
is implemented in practice. Including the factor model component in the proposed method solves the aforementioned problems since a
few common factors often drive the variation that cannot be captured by the smoothing model. Asymptotic theorems are also established
to demonstrate the effects of including factor structures on the smoothing results. Specifically, we show that the smoothing coefficients
projected on the complement space of the factor loading matrix is asymptotically normal. As a byproduct of independent interest, an
estimator for the population covariance matrix of the raw data is presented based on the proposed model. Extensive simulation studies
illustrate that these factor adjustments are essential in improving estimation accuracy and avoiding the curse of dimensionality. The
superiority of our model is also shown in modeling Australian temperature data and Canadian weather data.
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Goodness-of-fit tests for functional linear models based on
integrated projections

Eduardo García-Portugués, Javier Álvarez-Liébana,
Gonzalo Álvarez-Pérez, and Wenceslao González-Manteiga

Abstract
Functional linear models are one of the most fundamental tools to asses the relation between two random variables of a functional or
scalar nature. In this talk, we present a goodness-of-fit test for the functional linear model with functional response that neatly adapts
to functional/scalar responses/predictors. In particular, the new goodness-of-fit test extends a previous proposal for scalar response. The
test statistic can be seen as a weighted quadratic norm of the functional residuals, is based on a convenient regularized estimator, is easy
to compute, and is calibrated through an efficient bootstrap resampling. Comparative simulations for the simple hypothesis of no effect
and the composite hypothesis empirically show the appropriateness of the advocated test. A graphical diagnostic tool, useful to visualize
the possible departures from the functional linear model, is introduced and illustrated with a couple of data applications. The companion
R package goffda implements the proposed methods and allows for the reproducibility of the data applications.
The talk is based on the paper [2] and package [1].
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Constructing a 𝑻2 Hotelling Control Chart Using Functional Data

Priscila Guayasamín, Miguel Flores, Rubén Fernández-Casal, Salvador Naya and Javier Tarrío-Saavedra

Abstract
In this work a non-parametric control chart for functional data is proposed. We assume that the process is under control, being X1, ...,X𝑛
the reference sample (𝑛 i.d.d. observations of a functional random variable), and we want to check if a new observation X0 deviates
from de distribution of the reference sample (see e.g. [3]). For this purpose, we use the generalized Hotelling’s 𝑇2 proposed in [1], for a
separable Hilbert space H, and we propose a bootstrap procedure to approximate its distribution in phase II.
For simplicity, we hereby describe the procedure for the case in which H = R𝑝 . For 𝑝 < 𝑛, the generalized Hotelling’s 𝑇2 statistic

coincides with the traditional expression 𝑇2 = 𝑛
(
X̄ − m

)>
𝑆−1

(
X̄ − m

)
, wherem is the theoretical mean, X̄ the sample mean and 𝑆 the

sample covariance. When 𝑝 > 𝑛, [2] suggests the generalization 𝑇2 = 𝑛
(
X̄ − m

)>
𝑆+

(
X̄ − m

)
, where 𝑆+ is the Moore-Penrose inverse

of the sample covariance matrix 𝑆.
The general procedure to monitor a new observation X0 (monitoring observation) in phase II is as follows:

1. Compute the mean X̄, and the Moore-Penrose inverse 𝑆+ of the sample covariance matrix of the reference sample.
2. Obtain the observed value of the statistic 𝑇2 =

(
X0 − X̄

)>
𝑆+

(
X0 − X̄

)
3. Assuming that the process is under control, for a fixed significance level 𝛼, approximate the upper control limit 𝑈𝐶𝐿 using the
bootstrap algorithm described below.

4. Generate the control chart to monitor the new observation. The process is considered out-of-control if 𝑇2 ≥ 𝑈𝐶𝐿.

The bootstrap algorithm to approximate the quantile of the distribution of the statistic is as follows:

1. Generate a boostrap sample X∗ = {X∗
1, . . . ,X

∗
𝑛} from de reference sample, by generating a set of random indices with replacement

from {1, . . . , 𝑛}.
2. Compute the mean X̄∗, and the Moore-Penrose inverse 𝑆+∗ of covariance of the boostrap sample.
3. Select a random index 𝑖0 ∈ 𝐼0, where 𝐼0 is the set of indices not included in the bootstrap sample, and set X∗

0 = X𝑖0 .

4. Compute the bootstrap version of the statistic 𝑇2∗ =
(
X∗
0 − X̄∗

)>
𝑆+∗

(
X∗
0 − X̄∗

)
5. Repeat steps 1-4 a large number of times to obtain 𝐵 replicates of the statistic (steps 3 and 4 can be repeated many times).
6. Compute𝑈𝐶𝐿 as the 1 − 𝛼 empirical quantile of the bootstrap replicates,𝑈𝐶𝐿 = 𝑇2∗1−𝛼.

The behavior the proposed method was analyzed by several simulation studies with different sample sizes and number of discretization
points. Considering changes in the mean of the process in terms of the magnitude and shape, a greater power was observed when the
number of discretization points is close to the sample size. Additionally, this control chart seems to be more sensitive to changes in the
shape of the mean.
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An Application of Multivariate Functional Data Analysis in Sports
Biomechanics

Edward Gunning, Liwen Zhang, Drew Harrison and Norma Bargary

Abstract
In sports biomechanics, functional data analysis (FDA) allows the streams of data that are measured continuously during a movement,
such as joint angles or forces, to be modelled as smooth, time-varying functions. When multiple streams of biomechanical data are
observed concurrently (e.g., the hip and the knee angle), they can be considered jointly as multivariate functional data. This is useful for
studying coordination, as it considers the cross-covariance between different joints, allowing their complex interactions to be examined
during during dynamic sporting tasks. Our application of multivariate FDA concerns a study of hip-knee coordination of the kicking leg
in soccer. Kicking is the most common and complex movement in soccer, where inter-joint coordination plays a crucial role. In our data
set, soccer players performed two kicking tasks, instep kicking (the ball is kicked from the ground) and punt kicking (the ball is kicked
in the air after leaving the hands, i.e. a goalkeeper’s kick). The data also had a repeated-measures structure due to the soccer players
performing multiple replicates. A mixed-effects modelling approach was adopted, which allowed task-specific effects (fixed effects)
and individual-level variation (random effects) to be modelled. Initially, we applied bivariate functional principal components anlaysis
(Ramsay and Silverman, 2005) (BFPCA) to the combined hip and knee angle data and then modelled the BFPCA scores post-hoc using
a scalar linear mixed effects model. More recently, we modelled the hip-knee angle data directly in a bivariate functional linear mixed
effects model, using the multivariate functional additive mixed model (multiFAMM) methodology of Volkmann et al. (2021). This
approach is useful for studying coordination - it preserves the time-dependent structure of biomechanical data (functional), considers
the cross-covariance between joints (multivariate), and allows task-specific constraints (fixed effects) and individual-level differences
(random effects) to be modelled. We will mention some considerations and possibile extensions for the application of these models in
sports biomechanics.
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Mode regression for functional data

Chaima Hebchi

Abstract
In nonparametric statistics, many studies are carried out to give powerful tools to model and study the relationship between the response
variable. The nonparametric mode regression function has long been a question of great interest in a wide range of fields for instance in
econometrics, biology, astronomy...
The aim of this abstract is to join the advantages of mode with regression function by using local linear method. When the high dimen-
sional causes many problems in nonparametric mode regression, we attempt to project the explanation of 𝑌 given 𝑋 on one functional
direction.
In what follow, we study the uniform almost complete convergence of mode regression estimator then we establish the uniform almost
complete convergence of our estimator in the single functional index modelling.

uniform almost complete convergence of mode regression
Under some conditions also the following notations, 𝑀𝑟 : is the mode regression estimator of 𝑀𝑟, 𝑀𝑟 (𝑥) = sup𝑥∈F 𝑚(𝑥), with : F : semi
metric and 𝑚(.) is regression function. For 𝑆F ⊂ ∪𝑑𝑛

𝑘=1𝐵(𝑥𝑘 , 𝑟𝑛) where : 𝑟𝑛 (resp 𝑑𝑛) is a sequence of positive real numbers, 𝐵(𝑥𝑘 , 𝑟𝑛)
the ball centered at 𝑥𝑘 with radius 𝑟𝑛. we can get the next result
Theorem 1.[1]

sup
𝑥∈𝑆F

|𝑀𝑟 (𝑥) − 𝑀𝑟 (𝑥) | = 𝑂 (ℎ𝑏) +𝑂𝑎.𝑐𝑜.

(√︄
ln 𝑑𝑛
𝑛𝜙𝑥 (ℎ)

)
with : 𝜙𝑥 (ℎ) = P[𝑋 ∈ 𝐵(𝑥𝑘 , ℎ)], ℎ is chosen as a sequence of positive real numbers and convergences to 0 when 𝑛→ ∞.

mode regression estimator in the single functional index modelling
At this stage, we observe 𝑛 pairs (𝑋𝑖 , 𝑌𝑖) for 𝑖 = 1, ..., 𝑛 identically distributed as (𝑋,𝑌 ), this last is valude in F × R, where F is a
Hilbertian space and there exists a 𝜃 ∈ ΘF ⊂ F such that : E[𝑌 |𝑋] = E[𝑌 | < 𝜃, 𝑋 >] in order to establish the uniform almost complete
convergence we have to take the following notions 𝑆F ⊂ ∪𝑑

𝑆F
𝑛

𝑘=1 𝐵(𝑥𝑘 , 𝑟𝑛) ,ΘF ⊂ ∪𝑑
ΘF
𝑛

𝑗=1 𝐵(𝑡 𝑗 , 𝑟𝑛) with, 𝑘 (𝑥) = arg min
𝑘∈{1,...,𝑑𝑆F𝑛 }

| |𝑥 − 𝑥𝑘 | |,

𝑘
′ (𝜃) = arg min

𝑘
′ ∈{1,...,𝑑ΘF𝑛 }

| |𝜃 − 𝑡𝑘′ | |, with (𝑥𝑘 , 𝑡𝑘′ ) ∈ F 2 and 𝑟𝑛, 𝑑𝑆F𝑛 , 𝑑
ΘF
𝑛 are a sequences of positive real numbers and 𝐵(𝑥𝑘 , 𝑟𝑛) (res,

𝐵(𝑡 𝑗 , 𝑟𝑛)) the ball centered at 𝑥𝑘 (res, 𝑡 𝑗 ) with radius 𝑟𝑛.
Theorem 2.

sup
𝜃 ∈ΘF

sup
𝑥∈𝑆F

|𝑀𝑟 𝜃 (𝑥) − 𝑀𝑟𝜃 (𝑥) | = 𝑂 (ℎ𝑏) +𝑂𝑎.𝑐𝑜.
©«
√︄
ln 𝑑𝑆F𝑛 + ln 𝑑ΘF

𝑛

𝑛𝜙𝑥 (ℎ)
ª®¬
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Probabilistic approximations to discrete optimal transport

Florian Heinemann, Axel Munk and Yoav Zemel

Abstract
Optimal transport is now a popular tool in statistics, machine learning, and data science. A major challenge in applying optimal transport
to large-scale problems is its excessive computational cost. We propose a simple resampling scheme for fast randomized approximate
computation of optimal transport distances on finite spaces. This scheme operates on a random subset of the full data and can use any
exact algorithm as a black-box back-end, including state-of-the-art solvers and entropically penalized versions. We give non-asymptotic
bounds for the expected approximation error. Remarkably, in many important instances such as images (2D-histograms), the bounds are
independent of the size of the full problem. Our resampling scheme can also be employed for the barycentre problem, namely computing
Frećhet means with respect to the optimal transport metric. We present numerical experiments demonstrating very good approximations
can be obtained while decreasing the computation time by several orders of magnitude.
(based on joint work with Florian Heinemann and Axel Munk [1])
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From High-Dimensional to Functional Data: Stringing via Manifold Learning

Harold A. Hernández-Roig, M. Carmen Aguilera-Morillo and Rosa E. Lillo.

Abstract
The study of high-dimensional data is becoming a common trend inmodern research. Recently, stringing [1] emerged as amethodology to
treat high-dimensional sample vectors as realizations of smooth stochastic processes. Under the hypothesis of noisy and order-perturbed
measurements, stringing introduces smooth transitions between predictors and takes advantage of Functional Data Analysis to study the
data. Once a functional representation is achieved, it is possible to visualize intrinsic patterns, or fit functional regression models. We
propose stringing via Manifold Learning [2] as an alternative to the reordering step based on Multidimensional Scaling. In a simulation
study we show that our proposal achieves smaller relative order errors, and that it can recover more complex relations between predictors.

References

[1] Chen, K., Müller, H.-G., Wang, J.: Stringing High-Dimensional Data for Functional Analysis. Journal of the American Statistical
Association. 106(493), 275–284 (2011)

[2] Hernández-Roig, H. A., Aguilera-Morillo, M. C., Lillo, R. E.: Functional Modeling of High-Dimensional Data: A Manifold
Learning Approach. Mathematics, 9(4), 406 (2021).

Harold A. Hernández-Roig
Universidad Carlos III de Madrid and uc3m-Santander Big Data Institute, Spain.
e-mail: haroldantonio.hernandez@uc3m.es

M. Carmen Aguilera-Morillo
Universitat Politècnica de València and uc3m-Santander Big Data Institute, Spain.
e-mail: mdagumor@eio.upv.es

Rosa E. Lillo
Universidad Carlos III de Madrid and uc3m-Santander Big Data Institute, Spain.
e-mail: rosaelvira.lillo@uc3m.es

24



Fourier-type tests of mutual independence between functional time series

Zdeněk Hlávka, Marie Hušková and Simos G. Meintanis

Abstract
For random variables 𝑋 and𝑌 , the null hypothesis of independence may be conveniently stated in terms of characteristic functions (CFs)
as: H0 : Φ𝑋,𝑌 (𝑢, 𝑣) = 𝜑𝑋 (𝑢)𝜑𝑌 (𝑣), ∀(𝑢, 𝑣) ∈ R × R , where Φ𝑋,𝑌 (𝑢, 𝑣) := E

[
𝑒i(𝑢𝑋+𝑣𝑌 )

]
is the joint CF, and 𝜑𝑋 (𝑢) := Φ𝑋,𝑌 (𝑢, 0)

and 𝜑𝑌 (𝑣) := Φ𝑋,𝑌 (0, 𝑣), are the marginal CFs of 𝑋 and 𝑌 , respectively. In order to generalize this technique to random functions, we
restrict our attention to the space 𝐿2 [0, 1] of square integrable functions in which case the characteristic functional (CFL) of the random
curve 𝑋 (𝑡), 𝑡 ∈ [0, 1], is defined by: 𝜑𝑋 (𝑢) = E

[
𝑒i

∫ 1
0 𝑢 (𝑡)𝑋 (𝑡)𝑑𝑡

]
, 𝑢 ∈ 𝐿2 [0, 1], see, e.g., [3].

Tests of independence between functional time series were proposed, e.g., in [2] but these procedures are typically based on the
covariance operator and the results thus may not be easily interpretable without additional assumptions of Gaussianity, i.e., with heavy
tailed observations.
Consider a pair of stationary random curves {𝑋1 (𝑡), 𝑌1 (𝑡)}, . . . , {𝑋𝑛 (𝑡), 𝑌𝑛 (𝑡)}, . . . , 𝑡 ∈ [0, 1] and suppose we wish to test the null

hypothesis:
Υ0 : {𝑋 𝑗 }∞𝑗=1 and {𝑌 𝑗 }

∞
𝑗=1 are independent.

We show that our tests provide good power against the alternative:

Υ𝐻 : ∃|ℎ0 | ≤ 𝐻, such that
∫ 1

0

∫ 1

0

∫
R

∫
R

���𝜑𝑋,𝑌 ,ℎ0 (𝑡1, 𝑡2; 𝑢1, 𝑢2) − 𝜑𝑋 (𝑡1; 𝑢1)𝜑𝑌 ,ℎ0 (𝑡2; 𝑢2)���2𝑤(𝑢1)𝑤(𝑢2)d𝑢1d𝑢2d𝑡1d𝑡2 > 0,
where 𝐻 is an a priori chosen fixed integer 0 ≤ 𝐻 < ∞. Here 𝜑𝑋,𝑌 ,ℎ (𝑡1, 𝑡2; 𝑢1, 𝑢2) denotes the joint CF of 𝑋1 (𝑡1) and 𝑌1+ℎ (𝑡2), and
𝜑𝑋 (𝑡1; 𝑢1) and 𝜑𝑌 ,ℎ (𝑡2; 𝑢2) the corresponding marginal CFs, computed at fixed “time”-pair (𝑡1, 𝑡2) and argument (𝑢1, 𝑢2).
Proceeding similarly as [1], we reject the null hypothesis Υ0 versus Υ𝐻 for large values of the test statistic:

𝑇
(𝑤)
𝑛,𝐻

=

𝐻∑︁
ℎ=−𝐻

(𝑛 − |ℎ|)
∫ 1

0

∫ 1

0
Δ
(𝑤)
𝑛,ℎ

(𝑡, 𝑠)d𝑠d𝑡,

where
Δ
(𝑤)
𝑛,ℎ

(𝑡, 𝑠) =
∫
R

∫
R

���𝜙𝑋,𝑌 ,𝑛,ℎ (𝑡, 𝑠; 𝑢, 𝑣) − 𝜙𝑋,𝑛 (𝑡; 𝑢)𝜙𝑌 ,𝑛,ℎ (𝑠; 𝑣)���2𝑤(𝑢)𝑤(𝑣)d𝑢d𝑣,
with 𝜙𝑋,𝑌 ,𝑛,ℎ (𝑡, 𝑠; 𝑢, 𝑣) = 1

𝑛−|ℎ |
∑min(𝑛−ℎ,𝑛)
𝑗=max(1,1−ℎ) 𝑒

i(𝑢𝑋 𝑗 (𝑡)+𝑣𝑌𝑗+ℎ (𝑠)) being the empirical joint CF and 𝜙𝑋,𝑛 (𝑡; 𝑢) and 𝜙𝑌 ,𝑛,ℎ (𝑡; 𝑢) the corre-
sponding empirical marginal CFs, respectively.
The limit distribution of the new test statistic is obtained under the null hypothesis, while under alternatives it is shown that the same

test statistic almost surely diverges as the sample size increases. Since the limit null distribution is complicated, a bootstrap version of
the test is suggested to assess the test’s performance in finite samples. Also, an application illustrates the use of the method with real data
from financial markets. Extension to tests of mutual independence for multiple time series is also considered.
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Functional ANOVA based on empirical characteristic functionals

Zdeněk Hlávka and Daniel Hlubinka and Kateřina Koňasová

Abstract
Functional two-sample tests based on empirical characteristic functionals are studied. We consider a test statistic of Cramér–von Mises
type with integration over a preselected family of probability measures, say 𝑄, leading to a computationally feasible and powerful test
statistic. Small sample properties of the resulting two- and 𝑘-sample functional tests are investigated in a simulation study. In particular,
we show that the resulting tests are much stronger than the previously proposed F-statistic-based tests. Moreover, a proper choice of the
probability measure 𝑄 gives very good power in detecting shift and scale alternatives.
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Preprocessing functional data by a factor model approach

Siegfried Hörmann and Fatima Jammoul

Abstract
We consider noisy functional data 𝑌𝑡 (𝑠𝑖) = 𝑋𝑡 (𝑠𝑖) + 𝜀𝑡𝑖 that has been recorded at a discrete set of observation points. Naturally, the goal
is to recover the underlying signal 𝑋𝑡 . Commonly, this is done by non-parametric smoothing approaches, e.g. kernel smoothing or spline
fitting. These methods act function by function and do not take the overall presented information into consideration. We argue that it
is often more accurate to take the entire data set into account, which can help recover systematic properties of the underlying signal.
Other approaches using functional principal components do just that, but require strong assumptions on the smoothness of the underlying
signal. We show that under very mild assumptions, the signal may be viewed as the common components of a factor model. Using this
discovery, we develop a PCA driven approach to recover the signal and show consistency. Our theoretical results hold under rather mild
conditions, in particular we do not require specific smoothness assumptions for the underlying curves and allow for a certain degree of
autocorrelation in the noise. We demonstrate the applicability of our approach with simulation experiments and real life data analysis.
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Estimating the conditional distribution in functional regression problems

Siegfried Hörmann, Thomas Kuenzer and Gregory Rice

Abstract
We consider the problem of consistently estimating the conditional distribution 𝑃(𝑌 ∈ 𝐴|𝑋) of a functional data object 𝑌 = (𝑌 (𝑡) : 𝑡 ∈
[0, 1]) given covariates 𝑋 in a general space, assuming that 𝑌 and 𝑋 are related by a functional linear regression model. Two natural
estimation methods for this problem are proposed, based on either bootstrapping the estimated model residuals, or fitting functional
parametric models to the model residuals and estimating 𝑃(𝑌 ∈ 𝐴|𝑋) via simulation. We show that under general consistency conditions
on the regression operator estimator, which hold for certain functional principal component based estimators, consistent estimation of
the conditional distribution can be achieved, both when 𝑌 is an element of a separable Hilbert space, and when 𝑌 is an element of the
Banach space of continuous functions on the unit interval. The latter results imply that sets 𝐴 that specify path properties of 𝑌 that
are of interest in applications can be considered, such as the maximum of the curve. Our methods have numerous applications in the
context of constructing prediction sets, quantile regression and VaR estimation. Compared to direct modelling these curve properties
using scalar-on-function regression, modelling the whole response distribution and extracting the curve properties in a second step allows
us to harness the full information contained in the functional data to fit the regression model and achieve better results. We study the
proposed methods in several simulation experiments and real data analysis of electricity price curves and show that they outperform both
the non-parametric kernel estimator and functional binary regression.
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Inference in dynamic Nelson–Siegel models

Lajos Horváth, Piotr Kokoszka, Jeremy VanderDoes and Shixuan Wang

Abstract
We consider functional observations 𝑋1 (𝑡), 𝑋2 (𝑡), . . . , 𝑋𝑁 (𝑡) defined on the interval T . It is often assumed that these observations follow
a semi parametric model

𝑋𝑖 (𝑡) =
𝐾∑︁
ℓ=1

𝑏𝑖,ℓ,0 𝑓ℓ (𝑡; 𝝀0) + 𝜖𝑖 (𝑡), with 𝐸𝜖𝑖 (𝑡) = 0, 𝑡 ∈ T , 1 ≤ 𝑖 ≤ 𝑁,

where the random coefficients satisfy

𝑏𝑖,ℓ,0 = 𝑐ℓ,0 + 𝑒𝑖,ℓ with 𝐸𝑒𝑖,ℓ = 0, 𝑡 ∈ T , 1 ≤ ℓ ≤ 𝐾 and 1 ≤ 𝑖 ≤ 𝑁.

Hence in this semi parametric model

𝐸𝑋𝑖 (𝑡) =
𝐾∑︁
ℓ=1

𝑐ℓ,0 𝑓ℓ (𝑡; 𝝀0), 𝑡 ∈ T and 1 ≤ 𝑖 ≤ 𝑁,

i.e. the mean of the observations can be written as a linear combination of the functions 𝑓1 (𝑡; 𝝀0), 𝑓2 (𝑡; 𝝀0), . . . , 𝑓𝐾 (𝑡; 𝝀0), where the
functions 𝑓1, 𝑓2, . . . , 𝑓𝐾 are known and 𝝀0 ∈ 𝑅𝑑 is the true value of an unknown parameter.

We discuss the estimation of the parameters 𝑐ℓ,0, 1 ≤ ℓ ≤ 𝐾 and 𝝀0. We show that the estimators are asymptotically consistent and
multivariate normal under minor regularity conditions. We also investigate the question if the functional observations can be written in
a semi parametric form.
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Testing stability in event observations with applications to IPO

Lajos Horváth, Zhenya Liu, Gregory Rice, Shixuan Wang and Yaosong Zhan

Abstract
Event study is a widely used methodology in the fields of economics, finance, accounting, operational management, marketing, and
political science. The application of event studies enjoys an abundant and expanding literature, with the pioneering research dated back
to Dolley (1933). MacKinlay (1997) established a paradigm for conducting event studies in the fields of economics and finance by testing
whether cumulative abnormal returns are zero. See also Campbell et al. (1997), Kothari andWarner (2007) and Linton (2019) for reviews
of conventional econometrics of event studies.
The available literature on event studies focuses primarily on whether a particularly type of event has an significant effect on the

variable of interest. An implicit assumption in such framework is that the event effect stays the same over the sample period. A less
explored consideration which offers new insight into event studies is to regard the effects from individual events as random functions
which are subject to changes. This consideration is well motivated by our empirical data of IPO premium that policy changes may
have a significant impact on the event effect over time. To illustrate, suppose that we have 𝑁 events occurred in the date sequence of
{𝑡1 6 𝑡2 6 ... 6 𝑡𝑖 6 𝑡𝑖+1... 6 𝑡𝑁 }, 𝑖 = 1, 2, ...𝑁 in the sample period. The event effect is measured by the variable of interest (such as
cumulative abnormal return) during a period called event window. The variable of interest during the event window is continuous in
nature and can be formulated as functional observations denoted as

{
𝑌𝑡1 (𝜏), 𝑌𝑡2 (𝜏), ..., 𝑌𝑡𝑁 (𝜏)

}
, 𝜏 ∈ [0, 1], and they are assumed to

satisfy 𝑌𝑡𝑖 (𝜏) = 𝜇𝑡𝑖 (𝜏) + 𝜂𝑡𝑖 (𝜏), where 𝑌𝑡𝑖 (𝜏) is the impact from the 𝑖𝑡ℎ event occurred, 𝜇𝑡𝑖 (𝜏) is the common mean function of the event
effect, 𝜂𝑡𝑖 (𝜏) is a random error function. One noticeable feature is that it is common in event studies that events may come in irregular
frequency. Under the setting in the context of event studies, we develop a new procedure to test for changes in the event effect that
𝜇𝑡1 (𝜏) = 𝜇𝑡2 (𝜏) = ... = 𝜇𝑡𝑁 (𝜏) under the no-change null hypothesis against the alternative of at-least-one change at unknown time. The
limit distributions of our test statistics are derived under different assumptions on the time series dependence of the error functions. Monte
Carlo simulation illustrates that our test procedure has good size control and high power in relatively small samples. In the empirical
illustration, we apply the developed test on a comprehensive data set containing 1,297 functional observations of IPO premium in China
over the five-year period from December 2015 to September 2020. We find strong evidence in the change of IPO premium curves around
the time of policy changes.
The developed technique of detecting changes in event studies is potentially useful for the researchers who are interested in examining

whether the event effect is constant over time.
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Orthogonal Decomposition of Bivariate Densities Using Bayes Spaces

Karel Hron, Jitka Machalová and Alessandra Menafoglio

Abstract
Bivariate probability densities capture relationships within and between two continuous random variables. As such, they carry essentially
relative information and follow the scale invariance property which is widely recognized in Bayesian statistics (e.g., when normalizing
constant are neglected from computations). Both these properties are captured by the Bayes spaces [3, 11] equipped with the Hilbert
space structure which were developed as a generalization of the logratio methodology of compositional data [1, 5] and form a natural
sample space for “scale invariant” measures and their respective Radon-Nikodym derivatives (i.e., their densities). The Bayes space
methodology enables for a flexible choice of the reference measure (in addition to the default choice, the Lebesgue measure) with
weighting effects on the domain of densities and shrinkage/expansion of the space according to the scale of the reference measure. Since
bivariate densities as objects in the Bayes space can be also considered as continuous counterparts of compositional tables [2, 4], it
is possible to decompose them orthogonally into independent and interactive parts, the former being product of revised definitions of
marginal densities and the latter capturing the relationships between the random variables [7]. This has several important consequences
when probability reference measures are considered. Among them, we mention the so called marginal invariance [12], i.e., when the
bivariate density is shifted (in the Bayes space sense) by marginal densities, the interaction density is not changed. In addition, the
orthogonality of the decomposition opens totally new and groundbreaking perspectives to the theory of copulas [9]. Finally, the centred
logratio transformation [11] of bivariate densities enables to move them from the Bayes space to the standard 𝐿2 space where popular
methods of functional data analysis [10] can be applied. The novel theoretical framework here proposed has thus clear potential on the
application side, allowing to analyse samples of densities arising, for example, as a result of aggregation of massive data coming from
large-scale studies or automated collection of data (see, e.g., [6, 8]). The theoretical developments will be applied to both simulated and
real-world data sets, the latter containing densities of body height and weight in different age groups from an anthropometric study.
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Invariant Tests for Functional Data with Application to an Earthquake Impact
Study

Wei-Hsueh Huang, Li-Shan Huang and Cheng-Tao Yang

Abstract
Motivated by an earthquake impact study, this paper develops new tests with several invariant properties for functional data. For multi-
sample functional ANOVA (mfANOVA), based on local polynomial regression, exact local and global ANOVA decompositions into
within- and between-group of variations are obtained. A local mfANOVA test is developed to examine differences in a local neighborhood,
and combining local quantities, a global mfANOVA test statistic is formed. We show that both the local and global mfANOVA test
statistics are location, scale, and translation invariant, enjoy the Wilks phenomenon, allow interchanging the order of smoothing and
ANOVA projection, and have asymptotic 𝐹-distributions under the Gaussian assumption. This paper contributes to the literature by being
the first, to our knowledge, to study mfANOVA tests with several invariant properties. Simulation studies are presented to compare the
proposed global mfANOVA test with some existing procedures. Application to an earthquake impact study in Taiwan reveals that when
an earthquake in 2016 resulted in closed highways, the patterns of traffic flows were significantly different between three time periods,
before the earthquake, during, and after the repair period. The information could be useful in planning for disaster preparedness.
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Modeling the effect of recurrent events on time-to-event processes by means of
Functional Data

Francesca Ieva, Marta Spreafico and Davide Burba

Abstract
In this paper we propose a methodological framework for modeling information carried out by a longitudinal process by means of
functional data, within a survival framework targeting the time-to-event process of interest. In particular, the longitudinal process is
represented by the compensator of a marked point process the recurrent events are supposed to derive from. By means of Functional
Principal Component Analysis (FPCA), a suitable dimensional reduction of these objects is carried out in order to plug them into a
survival Cox regression model. In doing so, we enrich the information available for modeling survival with relevant dynamic features,
whose time-varying nature is properly taken into account. Such methodology is applied to data provided by the healthcare division of
Lombardia regional district in Italy, related to patients hospitalized for Heart Failure (HF) between 2000 and 2012, who assume multiple
drugs over time. The model enables personalized predictions, quantifying the effect of personal behaviors and therapeutic patterns on
long-term survival.
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Process of R-estimators of slope vector in linear model

Jana Jurečková

Abstract
We consider the linear regression model

𝑌𝑛𝑖 = 𝛽0 + x>𝑛𝑖𝜷 + 𝑒𝑛𝑖 , 𝑖 = 1, . . . , 𝑛.

While only the intercept part of the 𝛼 regression quantile of this model reflects the quantile 𝐹−1 (𝛼) of the model errors, the slope
components are not generally monotone and have an undetermined shape. We study the process of 𝑅-estimators of the slope parameters,
especially generated by the Hájek rank scores, running over 𝛼 ∈ [0, 1] . Under some conditions on the tails of the basic distribution
and on the covariates, the process of 𝑅-estimators of slopes converges, after a pertinent standardization, to the vector of independent
Brownian bridges.
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On Robust Training of Regression Neural Networks

Jan Kalina and Petra Vidnerová

Abstract
Estimation, prediction or smoothing of curves represents a fundamental task of functional data analysis [1, 3]. Nonlinear regression
methods allow to search for the best-fit curves explaining the dependence of a response variable on available independent variables. Neural
networks, commonly used for the task of nonlinear regression, are however highly vulnerable to the presence of outlying measurements in
the data [2]. New robust versions of common types of neural networks, namely multilayer perceptrons and radial basis function networks,
are proposed here based on nonlinear regression quantiles or highly robust loss functions. Three datasets are analyzed to illustrate the
performance of the novel robust approaches, which turn out to outperform standard neural networks or other competing regression tools
over contaminated data.

The research was supported by the projects GA19-05704S and GA18-23827S of the Czech Science Foundation.
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Lagged Covariance and Cross-Covariance Operators of Processes in Cartesian
Products of Abstract Hilbert Spaces

Dr. Sebastian Kühnert

Abstract
Amajor task in Functional Time Series Analysis is measuring the dependence within and between processes, for which lagged covariance
and cross-covariance operators have proven to be a practical tool. Probabilistic features of and estimators for lagged covariance operators
of stationary processes with values in 𝐿2 [0, 1], the space of measurable, square-Lebesgue integrable real valued functions with domain
[0, 1], are widely studied for fixed lag ℎ, see, e.g., [3], [5], [7], [13], [9], and under several limitations also in the space of continuous
functions 𝐶 [0, 1], in tensor product Sobolev-Hilbert spaces, for continuous surfaces, and for arbitrary separable Hilbert spaces, see [16],
[17], [12] resp. [4], [1]. Further, lagged cross-covariance operators of stationary 𝐿2 [0, 1]-valued processes were comprehensively studied
in Rice & Shum [14], and Aue & Klepsch [2], who esimtated operators of linear, invertible processes in 𝐿2 [0, 1], had to estimate lagged
cross-covariance operators of processes with values in Cartesian products of 𝐿2 [0, 1] in order derive their main results.
This work deduces, based on ideas in [14], [2] and [11], and the notion for weak dependence developed by Hörmann and Kokoszka

[6], estimators and asymptotic upper bounds of the estimation errors for lagged covariance and cross-covariance operators of processes
in Cartesian products of abstract Hilbert spaces for fixed and increasing lag and Cartesian powers. We allow the processes to be non-
centered, and to have values in different spaces when investigating the dependence between processes. Also, we discuss features of
estimators for the principle components of our covariance operators.
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Decomposing the Asset Pricing Anomalies by Functional PCA

Bo Li, Zhenya Liu and Yifan Zhang

Abstract
This paper applies a functional principal component analysis (FPCA) to decompose China’s A-share portfolio returns on time-series and
cross-section simultaneously.
First we obtain a sequence of functional observations {𝑟𝑡 (𝑢), 1 ≤ 𝑡 ≤ 𝑇, 0 ≤ 𝑢 ≤ 1} smoothing the discretely observed vectors

𝒓𝑡 = (𝑟𝑡 ,1, . . . , 𝑟𝑡 ,𝑁 ), 1 ≤ 𝑡 ≤ 𝑇 by B-spline basis. We assume that {𝑟𝑡 (𝑢), 0 ≤ 𝑢 ≤ 1} is a stationary sequence with sample paths in
𝐿2 [0, 1], and the moment condition 𝐸 | |𝑟𝑡 (𝑢) | |4 < ∞ is satisfied. The covariance function 𝑐(𝑢, 𝑣) of {𝑟𝑡 (𝑢), 0 ≤ 𝑢 ≤ 1} is estimated by
(cf. Cao et al., 2019):

𝑐𝑇 (𝑢, 𝑣) =
1
𝑇

𝑇∑︁
𝑡=1

(
𝑟𝑡 (𝑢) − 𝑟𝑇 (𝑢)

) (
𝑟𝑡 (𝑣) − 𝑟𝑇 (𝑣)

)
,

where 𝑟𝑇 (𝑢) = 1
𝑇

∑𝑇
𝑡=1 𝑟𝑡 (𝑢). The eigenvalues and eigenfunctions of the 𝑐(𝑢, 𝑣) are estimated by �̂�1 ≥ �̂�2 ≥ · · · ≥ 0 and 𝜙1 (𝑢), 𝜙2 (𝑢), · · ·

satisfying

�̂�𝑚𝜙𝑚 (𝑢) =
∫ 1

0
𝑐𝑇 (𝑢, 𝑣)𝜙𝑚 (𝑣)𝑑𝑣, 𝑚 = 1, 2, . . . .

Thus the functional observations 𝑟𝑡 (𝑢) can be projected into the space spanned by the eigenfunctions
(
𝜙1 (𝑢), 𝜙2 (𝑢), . . . , 𝜙𝑀 (𝑢)

)
:

𝑟𝑡 (𝑢) ≈ 𝑟𝑡 (𝑢) =
𝑀∑︁
𝑚=1

𝜉𝑡 ,𝑚𝜙𝑚 (𝑢),

where 𝜉𝑡 ,𝑚 = 〈𝑟𝑡 (𝑢), 𝜙𝑚 (𝑢)〉 =
∫ 1
0 𝑟𝑡 (𝑢)𝜙𝑚 (𝑢)𝑑𝑢. We refer Horváth and Kokoszka (2012) for more details. In this case, the variation

of 𝑟𝑡 (𝑢) along sorted groups are decomposed by a finite number of estimated eigenfunctions 𝜙𝑚, and their variance contributions are
captured by their corresponding eigenvalues �̂�𝑚.
The empirical analysis is based on the following statistics:

1) The expectation of 𝑚-th component on percentile 𝑢 stands for the estimated variation pattern along with time 𝑡, referred as
E𝑢 [𝜉𝑡 ,𝑚𝜙𝑚 (𝑢)], which is estimated by E𝑢 [𝜉𝑡 ,𝑚𝜙𝑚 (𝑢)];

2) The expectation on time 𝑡 stands for the estimated long-run variation pattern on the cross-section, referred as E𝑡 [𝜉𝑡 ,𝑚𝜙𝑚 (𝑢)], which
is estimated by E𝑡 [𝜉𝑡 ,𝑚𝜙𝑚 (𝑢)];

3)
∑𝑀
𝑚=1 E𝑡 [𝜉𝑡 ,𝑚𝜙𝑚 (𝑢)], which is estimated by

∑𝑀
𝑚=1 E𝑡 [𝜉𝑡 ,𝑚𝜙𝑚 (𝑢)], represents the overall long-run variation pattern on the cross-

section.

The results show that the first empirical functional principal component (EFPC) stands for the market factor and the others for an
anomaly. The second and third ones reveal the cross-sectional linear and convex patterns, and the joint of them dominates the asset
pricing anomalies. Furthermore, the EFPCs illustrate much more information than the portfolio-based approach, and can be used to
explain the debates about some anomalies.
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Nonstationary Fractionally Integrated Functional Time Series

Degui Li, Peter M. Robinson and Han Lin Shang

Abstract
We study a functional version of nonstationary fractionally integrated time series, covering the functional unit root as a special case. The
time series taking values in an infinite-dimensional separable Hilbert space are projected onto a finite number of sub-spaces, the level
of nonstationarity allowed to vary over them. Under regularity conditions, we derive a weak convergence result for the projection of
the fractionally integrated functional process onto the asymptotically dominant sub-space, which retains most of the sample information
carried by the original functional time series. Through the classic functional principal component analysis of the sample variance operator,
we obtain the eigenvalues and eigenfunctions which span a sample version of the dominant sub-space. Furthermore, we introduce a
simple ratio criterion to consistently estimate the dimension of the dominant sub-space, and use a semiparametric local Whittle method
to estimate the memory parameter. Monte-Carlo simulation studies and empirical applications are given to examine the finite-sample
performance of the developed techniques.
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Simultaneous Inference for Function-Valued Parameters: A Fast and Fair
Approach

Dominik Liebl and Matthew Reimherr

Abstract
This work presents a new approach for constructing simultaneouse confidence bands for function-valued parameters. The bands are fast
to compute as they are based on nearly closed-form expressions and, therefore, do not require computationally expensive resampling
based methods. The shape of the bands can be constructed according to a desired criteria specified by the user. A particularly interesting
criteria is the proposed concept of “fair” or equitable bands which leads to simultaneous confidence bands that have an adaptive width
reflecting the local multiple testing problem. The theoretical foundations of our simultanouse confidence bands are presented in [9].
In this short paper, we deviate from [9] and consider the practically important special case of the linear function-on-scalar regression
model. Moreover, we present a novel application on testing for differences in yield curves of A and B-type rated countries.
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Single functional index model under responses MAR and dependent
observations

Nengxiang Ling, Lilei Cheng and Philippe Vieu

Abstract
This contribution deals with the estimation of the functional single index regression model (FSIRM) with responses missing at random
(MAR) for strong mixing time series data. Some asymptotic properties such as the uniform almost complete convergence rate and
asymptotic normality of the estimator are obtained respectively under some general conditions.
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Outlier detection for multivariate time series: a functional data approach

Ángel López Oriona and José Antonio Vilar

Abstract
A method for detecting outlier samples in a multivariate time series dataset is proposed. It is assumed that an outlying series is
characterized by having been generated from a different process than those of the rest of the series. Each multivariate time series is
described by means of an estimator of its quantile cross-spectral density, which is treated as a multivariate functional datum. Then an
outlier score is assigned to each series by using functional depths. A broad simulation study shows that the proposed approach is superior
to the alternatives suggested in the literature and demonstrates that the consideration of functional data constitutes a critical step. The
procedure runs in linear time with respect to both the series length and the number of series, and in quadratic time regarding the number
of components. Two applications concerning financial series and ECG signals highlight the usefulness of the technique.
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Compositional splines for representation of density functions

Jitka Machalová and Karel Hron

Abstract
Similar as in functional data analysis (FDA) [4], also in statistical processing of density functions which relies on the Bayes space
methodology [1] proper preprocessing of the input discrete data obtained by sampling a (hypothetical) density function is crucial for
a reliable output [3]. Spline functions are extensively used in FDA for approximation of non-periodical functions as they are flexible
enough to cover a wide range of their specific behavior, hence they are also a natural choice for construction of density functions. There
are several different basis systems for constructing spline functions; we will focus on B-spline functions which have minimal support
with respect to a given degree, smoothness and domain partition. Any spline function of given degree can be expressed as a linear
combination of B-spline functions of that degree. Here, we restrict to a bounded support 𝐼 = [𝑎, 𝑏] ⊂ R and density functions are
considered with respect to the Lebesgue reference measure using the Bayes space B2 (𝐼) of functions with square-integrable logarithm.
In order to express the density functions in the standard 𝐿2 space, 𝐿2 (𝐼), centered log-ratio (clr) transformation is taken, which induces,
however, an additional zero-integral constraint. As the clr space is clearly a subspace of 𝐿2 (𝐼), hereafter it is denoted as 𝐿20 (𝐼).
Using the standard B-spline basis system for approximation of density functions in 𝐿20 (𝐼) is unfortunate, because it does not belong

to this space. Therefore so called compositional splines were proposed which honor the zero integral constraint in 𝐿20 (𝐼) for both the
B-spline basis functions and the resulting spline function. Consequently, the compositional splines can be implemented instead of the
standard ones into FDA methods for statistical processing of density functions like simplicial functional principal component analysis
(SFPCA) [2] or regression analysis with functional response [5]. In this contribution, the case of SFPCA is considered for dimension
reduction of density functions of anthropological data. Moreover, the presented theory of univariate spline functions can be extended to
more than one variable, i.e., for approximation of multivariate density functions. The easiest and flexible way to do that is to use tensor
product splines which are currently intensively studied. For the purpose of simplicity only bivariate splines will be considered and basic
ideas of this extension will be presented.
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O2S2 for the geodata deluge

Alessandra Menafoglio, Davide Pigoli and Piercesare Secchi

Abstract
We illustrate a few recent ideas of Object Oriented Spatial Statistics (O2S2), focusing on the problem of kriging prediction in situations
where a global second order stationarity assumption for the random field generating the data is not justifiable or the space domain of
the field is complex. By localizing the analysis through the Random Domain Decomposition algorithm, we build ensembles of local
predictors eventually aggregated in an ultimate one. The localization allowed by the algorithm is also effective for dealing with data
which are mildly non-Euclidean and can be locally linearized, as it happens for data embedded in a Riemannian manifold.
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Entropic regularization of Wasserstein distance between infinite-dimensional
Gaussian measures and Gaussian processes

Hà Quang Minh

Abstract
Let (𝑋, 𝑑) be a complete separable metric space, 𝑐 : 𝑋 × 𝑋 → R≥0 a lower semi-continuous cost function. Let P(𝑋) denote
the set of all probability measures on 𝑋 . The optimal transport (OT) problem between two probability measures 𝜈0, 𝜈1 ∈ P(𝑋)
is OT(𝜈0, 𝜈1) = min𝛾∈Joint(𝜈0 ,𝜈1) E𝛾 [𝑐] = min𝛾∈Joint(𝜈0 ,𝜈1)

∫
𝑋×𝑋 𝑐(𝑥, 𝑦)𝑑𝛾(𝑥, 𝑦) where Joint(𝜈0, 𝜈1) is the set of joint probabilities

with marginals 𝜈0 and 𝜈1. The OT problem is often computationally challenging and it is more numerically efficient to solve the
following entropic regularized optimization problem OT𝜖𝑐 (𝜇, 𝜈) = min𝛾∈Joint(𝜇,𝜈)

{
E𝛾 [𝑐] + 𝜖KL(𝛾 | |𝜇 ⊗ 𝜈)

}
, 𝜖 > 0, with KL denoting

the Kullback-Leibler divergence. The KL term acts as a bias and in general OT𝜖𝑐 (𝜇, 𝜇) ≠ 0. This bias is removed in the 𝑝-Sinkhorn
divergence 𝑆𝜖𝑝 (𝜇, 𝜈) = OT𝜖𝑑𝑝 (𝜇, 𝜈) − 12 (OT

𝜖
𝑑𝑝 (𝜇, 𝜇) +OT𝜖𝑑𝑝 (𝜈, 𝜈)). If 𝑋 = H is a separable Hilbert space and 𝜇, 𝜈 are Gaussian measures

onH , both the entropic Wasserstein distance OT𝜖
𝑑2
and S𝜖2 admit closed form expressions, as follows.

Theorem 1 (Entropic Wasserstein distance and Sinkhorn divergence between Gaussian measures on Hilbert space [1]) Let
𝜇0 = N(𝑚0, 𝐶0), 𝜇1 = N(𝑚1, 𝐶1) be two Gaussian measures on a separable Hilbert space H . For each fixed 𝜖 > 0,

OT𝜖
𝑑2
(𝜇0, 𝜇1) = | |𝑚0 − 𝑚1 | |2 + Tr(𝐶0) + Tr(𝐶1) −

𝜖

2
Tr(𝑀 𝜖

01) +
𝜖

2
log det

(
𝐼 + 1
2
𝑀 𝜖
01

)
. (1)

S𝜖2 (𝜇0, 𝜇1) = | |𝑚0 − 𝑚1 | |2 +
𝜖
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Here det is the Fredholm determinant, 𝑀 𝜖
𝑖 𝑗
= −𝐼 +

(
𝐼 + 16

𝜖 2
𝐶
1/2
𝑖
𝐶 𝑗𝐶

1/2
𝑖

)1/2
, 𝑖, 𝑗 = 0, 1, lim𝜖→0 𝑆𝜖2 (𝜇0, 𝜇1) = OT𝑑2 (𝜇0, 𝜇1).

Theorem 2 (Convergence in Hilbert-Schmidt norm [2]) Let 𝐴, {𝐴𝑛}𝑛∈N ∈ Sym+ (H) ∩ Tr(H). ∀𝜖 > 0,

S𝜖2 [N (0, 𝐴𝑛),N(0, 𝐴)] ≤ 3
𝜖
[| |𝐴𝑛 | |HS + ||𝐴| |HS] | |𝐴𝑛 − 𝐴| |HS. (3)

This is weaker than the trace class norm convergence of the squared Wasserstein distance OT𝑑2 when dim(H) = ∞. The Hilbert-
Schmidt convergence allows application of concentration results for Hilbert space-valued random variables and gives the following
dimension-independent estimate for Sinkhorn divergence between Gaussian processes.

Theorem 3 (Estimation of Sinkhorn divergence between Gaussian processes [3]) Let 𝑇 be a 𝜎-compact metric space, 𝜈 a non-
degenerate Borel probability measure on 𝑇 . Let GP(0, 𝐾 𝑖), 𝑖 = 1, 2, be centered Gaussian processes with sample paths in L2 (𝑇, 𝜈),
with continuous covariance functions 𝐾 𝑖 satisfying sup𝑡 ∈𝑇 𝐾 𝑖 (𝑡, 𝑡) ≤ 𝜅2

𝑖
< ∞. Let 𝐶𝐾 𝑖 : L2 (𝑇, 𝜈) → L2 (𝑇, 𝜈) be the corresponding

covariance operators, given by (𝐶𝐾 𝑖 𝑓 ) (𝑥) =
∫
𝑇
𝐾 𝑖 (𝑥, 𝑡) 𝑓 (𝑡)𝑑𝜈(𝑡). Let X = (𝑥𝑖)𝑚𝑖=1 be independently sampled from (𝑇, 𝜈), 𝐾 𝑖 [X] be the

𝑚 × 𝑚 Gram matrix defined by (𝐾 𝑖 [X]) 𝑗𝑘 = 𝐾 𝑖 (𝑥 𝑗 , 𝑥𝑘 ). For any 0 < 𝛿 < 1, with probability at least 1 − 𝛿,����S𝜖2 [
N

(
0,
1
𝑚
𝐾1 [X]

)
,N

(
0,
1
𝑚
𝐾2 [X]

)
− S𝜖2 [N (0, 𝐶𝐾 1 ),N(0, 𝐶𝐾 2 )]

] ���� ≤ 6𝜖 (𝜅21 + 𝜅22)2 
2 log 6
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+
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2 log 6
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𝑚

 . (4)
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Combined functional ordering in view of box plot and clustering

Tomáš Mrkvička

Abstract
The functions are complex objects and when the aim is to rank the functions from the most extreme to the least extreme, different
criteria of extremeness can be of interest. The raw data are suitable for determining the magnitude outliers, but a transformation such as
derivative or normalized centered functions can give more reliable information about the shape of the functions [1]. So, the choice of
the functional ordering and transformation determines the ranking of the functions and especially which kind of the extremeness it will
be sensitive on. In case when one universal ordering is of interest, the combined ordering, which joins different functional orderings or
different functional transformations, is of interest.
We will show the extreme rank length depth [2] (or extremal depth [3]) which can be used for joining several functional depths in

equal way by employing pointwise ranks. This functional depth has graphical interpretation, such that if a function is not completely
contained in a central region then its depth is smaller than depth of all functions forming the central region. And further we will show how
this joint depth can be used in order to define functional box plot, which is sensitive both on magnitude outliers and shape outliers. Also,
we will show how this joint depth can be used in order to define functional clustering, which is sensitive both on magnitude differences
and shape differences.
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New methods for multiple testing in permutation inference for the general
linear model

Mari Myllymäki

Abstract
Permutation methods are often used to test significance of regressors of interest in general linear models (GLMs) for functional (image)
data sets, in particular for neuroimaging applications as they rely on mild assumptions. Permutation inference for GLMs typically consists
of three parts: choosing a relevant test statistic, computing pointwise permutation tests and applying a multiple testing correction. This
talk discusses new multiple testing methods as an alternative to the commonly used maximum value of test statistics across the image.
The proposed methods increase power and robustness against inhomogeneity of the distribution of the test statistic across its domain and
also allow to identify the regions of potential rejection via a graphical output [1, 2]. The methods rely on sorting the permuted functional
test statistics based on pointwise rank measures. The methods are implemented in the R package GET [3].
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Statistical Depth for Functional Data

Stanislav Nagy

Abstract
Statistical depth is a tool of nonparametric analysis applicable to multivariate and non-Euclidean datasets living in general spaces X.
To a point 𝑥 ∈ X and a Borel probability measure 𝑃 on X the depth attaches a number 𝐷 (𝑥; 𝑃) that quantifies how much “centrally
positioned" 𝑥 is with respect to the geometry of the distribution 𝑃 [5]. In the standard case of multivariate observations and X = R𝑑 with
𝑑 ≥ 1, many useful depth functions are available in the literature [6]. The depth as a general concept is already fairly well established in
R𝑑 , and several sets of desiderata demanded from a proper statistical depth function are available. Prominent examples of depths in R𝑑
are, e.g., the halfspace, zonoid, spatial, or projection depth.

Fig. 1 Left panel: A random sample of bivariate data (black points) with the contours of the corresponding halfspace depth (convex polygons). The most centrally
located point (thick red cross) is an analogue of the median for multivariate data. Middle and right panel: A random sample of functional data [0, 1] → R with
several deepest (thick dark red lines) and least deep (thick light brown lines) sample functions evaluated using an ℎ-depth (middle panel) and an integrated depth
(right panel). Different depth functionals capture different traits of the functional data.

We deal with function spacesX and discuss the recent progress made into the definitions and the properties of various depths proposed
for functional observations [1, 2, 3, 4]. We will show that the infinite-dimensional nature of the space X, as well as other peculiarities of
functional data, do not enable direct extensions of the theory developed in R𝑑 toward function spacesX. Instead, fundamentally different
approaches need to be developed. In the talk, we review a number of depths for functional data that have been proposed in the literature.
We point to their similarities and differences and outline their theoretical properties. We will see that many open problems and partially
resolved issues stimulate research in this fast-growing field of functional data analysis.
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Variable selection in semiparametric bi-functional models

Silvia Novo, Germán Aneiros and Philippe Vieu

Abstract
Functional variables are more and more common in practical situations and developing techniques with high level of flexibility and
interpretability has became a target in current statistical researches. To be adapted to these practical requirements, models and procedures
able to reduce dimensionality are of first necessity (see [4]) and both semiparametric and sparse ideas are of great interest for reaching
this purpose.
Accordingly, a new sparse semiparametric functional model is proposed, which tries to incorporate the influence of two functional

variables in a scalar response in a flexible way, but involving interpretable parameters. One of the functional variables is included trough
a single-index structure and the other one linearly, but trough the high-dimensional vector formed by its discretized observations. Due
to the sparse nature of the linear component, variable selection is needed in the estimation task. The problem is that standard variable
selection methods, coming from an adaptation of the multivariate methodology, such as the proposed in [3], can provide inadequate
results. On the one hand, these procedures are affected by the strong dependence between variables, which in this case is directly derived
from its functional origin. On the other hand, the great quantity of observations makes difficult obtaining results in reasonable amount
of time. As a consequence, a new algorithm for variable selection in the linear part is proposed. This procedure takes advantage of the
functional origin of the scalar covariates with linear effect, as the proposed in [1, 2]. Some asymptotic results will ensure the good
performance of the method. Finally, Tecator’s data will illustrate the great applicability of the presented methodology: good predictive
power together with interpretability of the outputs.
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Local inference for functional data controlling the functional false discovery
rate

Niels Lundtorp Olsen, Alessia Pini and Simone Vantini

Abstract
In functional data analysis (FDA), the object of statistical methods are functions, which are typically modeled as random elements of a
Hilbert space [3]. In this framework inference is particularly challenging, since it deals with elements of infinite dimensional spaces.
A topic which is becoming more and more popular in Functional Data Analysis is local inference, i.e., the continuous statistical testing

of a null hypothesis along a domain of interest. Iinference is performed locally on the domain, and the identification of the areas of the
domain responsible for the rejection of the null hypothesis is provided. The principal issue in this topic is the infinite amount of tested
hypotheses, which can be seen as an extreme case of multiple comparisons problem. Typically, local inferential techniques are either
based on simultaneous confidence bands, which are provided with a fixed coverage probability [2, 4], or on the definition of a 𝑝-value
function, which provides a 𝑝-value at each point of the domain, guaranteeing a control of a quantity related with the error rate on the
whole domain. Focusing on this second line of research, depending on the quantity that is controlled, different methods can be defined.
Many papers deal with the extension of the control of the family-wise error rate (FWER) - a well known quantity defined for multivariate
data - to the case of functional data [7, 6].
In this work we focus instead on the false discovery rate (FDR), which is the expected proportion of false discoveries (rejected null

hypotheses) among all discoveries, and was first introduced in the seminal paper by Benjamini and Hochberg [1]. We define FDR in
the setting of functional data defined on a compact set of R𝑑 , and we further generalize this definition to functional data defined on a
manifold. Furthermore, we introduce the functional Benjamini-Hochberg (fBH) procedure: a procedure able to control the previously
defined functional FDR. We state some general conditions under which the fBH procedure provides control of FDR., and show how the
procedure can be plugged-in with every parametric or nonparametric pointwise test, given that such test is exact. All details about the
fBH procedure, as well as the proofs of all results described here are reported in [5].
Finally, to show the practical usefulness of our procedure, the proposed method - plugged-in with a nonparametric test - is applied to

the analysis of a data set of daily temperatures on the Earth to identify the regions where the temperature has significantly increased over
the last decades.
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Non-Parametric Functional Partially Linear Single-Index Models

Idir Ouassou

Abstract
Generalized linear models (GLM) provide a unified framework of likelihood for parametric regression analysis and are also an extension
of linear models. Indeed, they allow to model, in a parametric way, the relation between a transformation of the average response and
some covariates.
In this paper, we consider the estimation of generalized functional non-parametric partially linear single-index modeles of the form

𝑔 (𝜇 (𝑋, 𝑍)) = 𝜂
(
𝛼>𝑋

)
+ 𝑟 (𝑍) where 𝜇 (𝑥, 𝑧) = 𝐸 [𝑌 | 𝑋 = 𝑥, 𝑍 = 𝑧]

where 𝜂(·) is a unkown and smooth function (single index link function), 𝛼 is a single index coefficient vector to be estimated, 𝑟 (·) is the
kernel estimator of the regression operator and 𝑔 is a known link function.
These models would be called “ Non Parametric Functional Partially Linear Single-Index Models (FNPPLSIM), where the systematic
component in the model has a flexible semi-parametric form with a general link function. We propose an efficient and practical approach
to (i) estimate the single-index link function, (ii) estimate single-index coefficients as well as (iii) the non-parametric component 𝑟 (·)
of the model. The estimation procedure is developed by applying the quasi-likelihood estimation. After constructing the estimators of
the function and the coefficient described above, we present a wide range of properties of these estimators and we will give the rate of
convergence of the constructed estimators. Moreover, by making use of normalized cubic 𝐵-splines basis approximation and the Fisher
score iterations, we show the efficiency and the practicality of our estimation methodology on some simulated data.
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Quantifying brain age prediction uncertainty from imaging using
scalar-on-image quantile regression

Marco Palma, Shahin Tavakoli, Julia Brettschneide and Thomas E. Nichols

Abstract
Prediction of subject age from brain anatomical MRI has the potential to provide a sensitive summary of brain changes, indicative of
different neurodegenerative diseases. However, existing studies typically neglect the uncertainty of these predictions. In this work we
take into account this uncertainty by applying methods of functional data analysis. We propose a penalised functional quantile regression
model of age on brain structure with cognitively normal (CN) subjects in the Alzheimer’s Disease Neuroimaging Initiative (ADNI) and
use it to predict brain age in Mild Cognitive Impairment (MCI) and Alzheimer’s Disease (AD) subjects. Unlike the machine learning
approaches available in the literature of brain age prediction, which provide only point predictions, the outcome of our model is a
prediction interval for each subject. The prediction accuracy obtained with this model is similar to more sophisticated approaches, while
being also more principled and interpretable. The gap between predicted and chronological age correlates with cognitive decline.
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Analysis on Stratified Spaces and an RNA Based Investigation of the
SARS-CoV-2 Hypotheses

Vic Patrangenaru and Roland Moore

Abstract
After an introduction to data analysis on stratified spaces, with a special emphasis on tree spaces (Billera et. al. (2001)), one considers
phylogenetic tree data to investigate RNA sequences of the SARS-CoV-2 virus (Shen(2021)), and two of its possible origins, formulated
so far: the bat SARS origin, and the Wuhan ’lab leak’ hypothesis(Bloom et al.(2021). In particular the stickiness of the intrinsic
sample mean (Hotz et al(2011)) applied to phylogenetic trees from United States SARS-CoV-2 RNA sequences, is used in testing such
hypotheses.
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A functional approach to linear discriminant analysis: Classification of
probability density functions using the Bayes space methodology

Ivana Pavlů, Karel Hron, Alessandra Menafoglio and Peter Filzmoser

Abstract
Classification of observations into one of pre-existing classes is one of the basic tasks in both multivariate and functional data analysis.
While considering probability density functions (PDFs) as the objects of classification, standard functional methods cannot be used as
they are usually implemented for functions from the standard 𝐿2 space [4]. Some specific properties of PDFs (scale invariance, relative
scale, unit integral), however, cause the 𝐿2 space to fail. To solve this issue, the idea of Bayes spaces [5] is used for the representation of
PDFs as this way their key features are maintained. The centred log-ratio transformation, a common tool of compositional data analysis
[1], is frequently used to represent the original data (from Bayes space) into the 𝐿2 space. This way, standard functional procedures can
be applied onto the transformed data for further analysis.
Here, a functional linear discriminant analysis model [2] is modified for classification of PDFs. As the raw data often come in

discretized rather than continuous form, their functional is addressed by using the so-called compositional smoothing splines [3]. To
filter out possible noise, a projection into a reduced discriminant space is performed on functional observations as well as the class
representatives (centroids) of the predefined classes. The classification criterion itself is based on the generalized Bayes’ formula – it
minimizes the distance between the linear projections of both class centroids and examined observations. The introduced method is then
used on geological data consisting of particle size distribution of 250 soil samples fromMoravia region, Czech Republic. The measuring
took place at four different sites, providing natural classes for the performed classification. 5-fold cross-validation was used for estimating
the quality of classification, showing significant differences between localities.
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Functional clustering via multivariate clustering

Belén Pulido, Alba M. Franco-Pereira and Rosa E. Lillo

Abstract
Clustering techniques applied tomultivariate data are popular nowadays and, thus, have been fully studied in the literature. It is remarkable
that despite widely used multivariate techniques are adapted to functional data, clustering techniques are less well known when dealing
with this data type. In this work, we address this problem making use of the epighaph and the hypograph indexes, as well as their
modified versions that were firstly defined in [3]. The combination of these indexes has been previously considered, for example, for
outliers detection [1], for defining a functional boxplot [4] and for testing homogeneity between two samples [2]. The functional clustering
technique that we propose consist of applying these indexes to a given functional data set and thereby, converting it from a functional data
problem into a multivariate problem, where the multivariate clustering techniques can be applied. Since these indexes are able to reflect
the shape of the curves, their first and second derivatives are also taken into account. Then, several multivariate clustering techniques are
considered and compared in terms of different metrics.
Our procedure is applied to different data sets, both simulated and real ones. Moreover, our methodology is also compared to some

clustering techniques originally designed for functional data. Two recent results concerning functional clustering techniques can be found
in [5] and [6]. In view of the results, we conclude that the proposed methodology is competitive in terms of computational time and
performance.
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scikit-fda: A Python package for Functional Data Analysis

Carlos Ramos-Carreño, José Luis Torrecilla and Alberto Suárez

Abstract
We present scikit-fda (https://github.com/GAA-UAM/scikit-fda), a Python package for the statistical analysis of functional data. The
library is fully integrated in the SciPy ecosystem, which is extensively used by machine learning researchers and practitioners. The
package scikit-fda provides structures for the representation and manipulation of functional data both in the discretized and basis
expansion forms. It includes methods for preprocessing, such as smoothing and registration, exploratory analysis, such as visualization
and outlier detection, and for machine learning, such as clustering, classification, and regression. Special care has been taken in the
design of these procedures so that they follow the existing practices in the SciPy ecosystem. Specifically, they conform to the application
programming interface (API) of scikit-learn, a powerful machine learning library in Python. This design makes it possible to directly
apply the scikit-learn methods to multivariate representations of the functional data. Furthermore, scikit-learn utilities, such as those
for hyperparameter tuning and model selection, can be combined with the purely functional machine learning methods implemented in
scikit-fda in a seamless manner.
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Variable selection in multivariate functional linear model via the Lasso

Angelina Roche

Abstract
In more and more applications, a quantity of interest may depend on several covariates, with at least one of them infinite-dimensional
(e.g. a curve). The aim of this contribution is to study the link between a real response 𝑌 and a vector of covariates X = (𝑋1, ..., 𝑋 𝑝). For
that, we suppose we observe {(𝑌𝑖 ,X𝑖), 𝑖 = 1, ..., 𝑛} where X𝑖 = (𝑋1

𝑖
, ..., 𝑋

𝑝

𝑖
) is a vector of covariates which can be of different nature

(curves or vectors). More precisely, we suppose that, for all 𝑗 = 1, ..., 𝑝, 𝑖 = 1, ..., 𝑛, 𝑋 𝑗
𝑖
∈ H 𝑗 where (H 𝑗 , ‖ · ‖ 𝑗 , 〈·, ·〉 𝑗 ) is a separable

Hilbert space. Our covariate {X𝑖}1≤𝑖≤𝑛 then lies in the space H = H1 × ... ×H𝑝 , which is also a separable Hilbert space with its natural
scalar product

〈f, g〉 =
𝑝∑︁
𝑗=1

〈 𝑓 𝑗 , 𝑔 𝑗〉 𝑗 for all f = ( 𝑓1, ..., 𝑓𝑝), g = (𝑔1, ..., 𝑔𝑝) ∈ H

and usual norm ‖f‖ =
√︁
〈f, f〉. We consider in this context the multivariate functional linear model,

𝑌𝑖 =

𝑝∑︁
𝑗=1

〈𝛽∗𝑗 , 𝑋
𝑗

𝑖
〉 𝑗 + 𝜀𝑖 = 〈𝜷∗,X𝑖〉 + 𝜀𝑖 ,

where, 𝜷∗ = (𝜷∗
1, ..., 𝜷

∗
𝑝) ∈ H is unknown and {𝜀𝑖}1≤𝑖≤𝑛 ∼𝑖.𝑖.𝑑. N(0, 𝜎2). We suppose that {X𝑖}1≤𝑖≤𝑛 can be either fixed elements of

H (fixed design) or i.i.d centered random variables in H (random design) and that it is independent of {𝜀𝑖}1≤𝑖≤𝑛. To select the relevant
covariates in this context, we propose an adaptation of the Lasso method. Two estimation methods are defined. The first one consists in
the minimisation of a criterion inspired by classical Lasso inference under group sparsity ([9, 8]) on the whole multivariate functional
space H:

𝜷𝝀 ∈ argmin𝜷=(𝛽1 ,...,𝛽𝑝) ∈H

 1𝑛
𝑛∑︁
𝑖=1

(𝑌𝑖 − 〈𝜷,X𝑖〉)2 + 2
𝑝∑︁
𝑗=1
𝜆 𝑗 ‖𝛽 𝑗 ‖ 𝑗

 .
The second one minimises the same criterion but on a finite-dimensional subspace. A data-driven dimension selection criterion is
proposed to select the dimension 𝑚, inspired by the works of [1] and their adaptation to the functional linear model [5, 6, 4, 3]

𝑚 ∈ argmin𝑚

{
1
𝑛

𝑛∑︁
𝑖=1

(
𝑌𝑖 − 〈𝜷𝝀,𝑚,X𝑖〉

)2
+ 𝜅𝜎2𝑚 log(𝑛)

𝑛

}
,

where 𝜅 > 0 is a constant which can be calibrated by a simulation study or selected from the data by methods stemmed from slope
heuristics (see e.g. [2]). Sparsity-oracle inequalities are proven in case of fixed or random design in our infinite-dimensional context.
To calculate the solutions of both criteria, we propose a coordinate-wise descent algorithm, inspired by the glmnet algorithm ([7]). A
numerical study on simulated and experimental datasets illustrates the behavior of the estimators.
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Factor analysis for high-dimensional functional time series

Chen Tang, Han Lin Shang and Yanrong Yang

Abstract
The needs in handling increasing volumes of data with complicated structures give rises to modeling large sets of functional time
series, that is, high-dimensional functional time series. In high-dimensional functional time series, functions of each set (cross-section)
contain serial dependence while functions from different cross-sections may also be correlated. In high-dimensional functional time
series, the ’curse of dimensionality’ is twofold: the infinite dimensionality of functional data and the high-dimensionality of the number
of cross-sections. To address this issue, our paper proposes a factor model for high-dimensional functional time series. By isolating
the heterogeneity along cross-sections, the high-dimensional functional time series can be reduced to functional time series with lower
dimensions. Through a functional dynamic factor model, the dimension-reduced functional time series are further reduced into low-
dimensional scalar factor matrices such that all the temporal dynamics contained in the original high-dimensional functional time series
are extracted to facilitate forecasting. Through a Monte Carlo simulation, we demonstrate the performance of the proposed method in
model fitting. In a empirical study of the Japanese subnational age-specific mortality rates, the proposed model produces more accurate
forecasts than several existing methods in joint modeling the mortality rates of different prefectures, the dimensional reduced factor
matrices can convey the useful information in the original high-dimensional functional time series reasonably well.
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A Kernel Nonlinear Principal Component Analysis to build a spatial inequality
social indicator

Jared Abigail Valencia

Abstract
Kernel-based principal components analysis (KPCA) method is a generalization of the nonlinear PCA methods using positive definite
kernels. The objective is to find projected variables of the feature space into a induced kernel, with maximum variance. Moreover, if we
use a distance decay function as a kernel, the KPCA will handle spatial interaction in our data.
KPCA has been used for urban growth simulation, pattern recognition ,facial recognition, nonlinear dynamic process monitoring, time

series prediction, emotion learning and recognition, among others. Here, in this paper, we are interested in social inequality problems.
Social inequality occurs when a group of people receive different treatment as a consequence of their social position, economic

situation, gender, the religion they profess and other aspects. All of the factors mentioned before intersect in territories, that is why a lot
of social studies suggest that the place where a person is born or lives influences in their societal development, as well as access and
distribution of social and economic opportunities, resulting in territorial inequalities.
Therefore, our goal is to analyze the variables of the Survey of Living Conditions 2014, Sixth Round, for the construction of an

indicator of social inequality that considers the spatial and geographical influence on the data in order to measure social inequality in
Ecuador, specifically in Quito’s Metropolitan District, using KPCA with a distance decay function as a kernel.
As a result, there were a large number of regions in Quito, in particular peripherical zones, that presented high amounts of social

inequality. In fact, this was not new because this trend of fewer opportunities in peripheral areas occurs worldwide.
An interesting observation was that around 75% of analyzed regions presented more than 70% of social inequality and 7% presented

less than 14% of social inequality. We compared the results with a study of unsatisfied basic needs carried out by the Municipality of
Quito’s Metropolitan District and our results matched.
To conclude, the KPCA method gave us a good representation of social reality in Quito taking into consideration spatial interaction.

Indeed, we reinforce the fact that social inequality in Quito is an unsolved problem, and authorities should propose new development
and inclusion policies in order to enhance the quality of life of Quito’s citizens.
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Independent Component Analysis Techniques for Functional Data

Marc Vidal and Ana M. Aguilera

Abstract
The concept of statistical independence in infinite-dimensional Hilbert spaces has attracted the interest of many researchers. As no
distributional assumption is considered for a set of random functions, the extension of independent component analysis (ICA) to
functional data faces several problems for its generalization. To accommodate this scenario, the definition of independence is constrained
under the umbrella of an orthogonal projection. Thus, numerous solutions may arise to solve the ICA problem in functional spaces. A
natural basis choice to represent a random variable in 𝐿2 is given by the covariance kernel eigenfunctions. However, too frequently, there
is a need for regularizing or smoothing the estimated covariance functions. In this sense, the functional independent measure proposed
is derived from the kurtosis of a smoothed principal components expansion. We develop a generalization of Silverman’s method to
obtain a smoothed orthonormal basis in the 𝐿2 sense, for which the functional independent component model is well suited. Therefore,
our modelling strategy can be seen as a bi-smoothed procedure that simultaneously regularizes the independent components in terms
of the principal components eigendirections, but also with respect to a roughness penalty into the orthonormality constraint of the
aforementioned functions. A kurtosis operator is defined to capture intrinsic patterns aimed at maximizing the independence of the
components over the smoothed observations.
With the development of brain-computer interfaces and technologies that depend on real-time information from brain activity (e.g.,

via electroencephalography, EEG), there is a compelling need to reduce the signal with minimum brain potential loss. Moreover, the
processing of such neural information into qualitative biofeedback requires flexible techniques able to extract highly interpretable patterns
from the observed data. Because of the transient nature and the complex morphology of EEG data, B-splines provide a good alternative
to represent the non-sinusoidal behaviour of the neural oscillations due to their well-behaved local smoothing. The proposed functional
ICA approach is based on a P-spline penalty computed at a relatively low cost to enhance the performance of the ICA estimators. As a
motivating example, a novel functional data framework is proposed for extracting and removing smoothed artifacts in order to estimate
genuine brain sources from EEG functional representations generated on large and densely sampled grids. We incorporate shrinkage in
the functional principal components estimation process to avoid numerical instabilities. An ad-hoc cross-validation method is derived
using a backward shrinkage transformation to select the penalty parameter. Although our results provide evidence of the effectiveness and
flexibility of our methods, a potential drawback is the emerging non-linearities in the EEG signal, suggesting the extension of functional
ICA to non-parametric realms.

References

[1] Aguilera, A.M., Aguilera-Morillo, M.C. Penalized PCA Approaches for B-Spline Expansions of Smooth Functional Data. Appl.
Math. Comput. 219, 7805–7819 (2013).

[2] Ocaña, F.A., Aguilera, A.M., Valderrama, M.J. Functional Principal Component Analysis by Choice of Norm. J. Multivar. Anal.
71, 262–276 (1999).

[3] Silverman, B.W. Smoothed Functional Principal Components Analysis by Choice of Norm. Ann. Stat. 24, 1-24 (1996).
[4] Vidal, M., Rosso, M., Aguilera, A.M. Bi-Smoothed Functional Independent Component Analysis for EEG Artifact Removal.

Mathematics, 9, 1243 (2021).

Marc Vidal
Ghent University, e-mail: marc.vidalbadia@ugent.be

Ana M. Aguilera
Granada University, e-mail: aaguiler@ugr.es

59



Kernel Mean Embeddings for Functional Data Analysis

George Wynne, Andrew B. Duncan, Stanislav Nagy and Mikołaj Kasprzak

Abstract
Kernel mean embeddings (KMEs) [1] have enjoyed wide success in statistical machine learning over the past fifteen years. They offer a
non-parametric method of reasoning with probability measures by mapping measures into a reproducing kernel Hilbert space (RKHS).
The RKHS facilitates easy to compute, closed form expressions which makes the methodology practical and amenable to statistical
analysis. Much of the existing theory and practice has revolved around Euclidean data whereas functional data has received very little
investigation. Likewise, in functional data analysis (FDA) the technique of KMEs has not been explored.
In this talk I will describe work which aims to bridge this gap [2] by defining kernels which take functional inputs. In this context,

KMEs offer an alternative paradigm than the common practice of projecting data to finite dimensions then employing classical finite
dimensional statistical procedures. Indeed, the KME framework can handle infinite dimensional input spaces, offers an elegant theory
and leverages the spectral structure of functional data. Applications include two-sample testing, goodness-of-fit testing and functional
depth.
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Temperature Forecasting: A Spatial Functional Time Series Approach

Ruofan Xu, Han Lin Shang and Yanrong Yang

Abstract
The literature of econometrics has recently seen a growing interest on modelling the climate change. Motivated by the nature of climate
data and the associated modelling challenges, this paper considers a spatial functional time series (SFTS) framework using a functional
principal component analysis (FPCA) approach. The newly proposed methodology utilizes the dependence over spatio-temporal units
through a long-run covariance estimator, and is capable of extracting the core features in a data rich environment. The asymptotic
properties of the proposed estimator are established accordingly. In the empirical study, our analysis shows significant improvement in
both fitting and forecasting accuracy compared with some existing methods in the literature.
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A Basis Approach to Surface Clustering

Adriano Zanin Zambom and Qing Wang and Ronaldo Dias

Abstract
We introduce a novel method for clustering surfaces. The proposal involves first using basis functions in a tensor product to smooth the
data and thus reduce the dimension to a finite number of coefficients, and then using these estimated coefficients to cluster the surfaces
via the k-means algorithm. An extension of the algorithm to clustering tensors is also discussed. We show that the proposed algorithm
exhibits the property of strong consistency, with or without measurement errors, in correctly clustering the data as the sample size
increases. Simulation studies suggest that the proposed method outperforms the benchmark k-means algorithm which uses the original
vectorized data. In addition, an EGG real data example is considered to illustrate the practical application of the proposal.
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